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Abstract 

Background  The assessment of team performance within large-scale Interprofessional Learning (IPL) initiatives 
is an important but underexplored area. It is essential for demonstrating the effectiveness of collaborative learn-
ing outcomes in preparing students for professional practice. Using Kane’s validity framework, we investigated 
whether peer assessment of student-produced videos depicting collaborative teamwork in an IPL activity was suffi-
ciently valid for decision-making about team performance, and where the sources of error might lie to optimise future 
iterations of the assessment.

Methods  A large cohort of health professional students (n = 1218) of 8 differing professions was divided into teams 
containing 5–6 students. Each team collaborated on producing a short video to evidence their management of one 
of 12 complex patient cases. Students from two other teams, who had worked on the same case, individually rated 
each video using a previously developed assessment scale. A generalisability study quantified sources of error 
that impacted the reliability of peer assessment of collaborative teamwork. A decision study modeled the impact 
of differing numbers of raters. A modified Angoff determined the pass/fail mark.

Results  Within a large-scale learning activity, peer assessment of collaborative teamwork was reliable (G = 0.71) based 
on scoring by students from two teams (n = 10–12) for each video. The main sources of variation were the stringency 
and subjectivity of fellow student assessors. Whilst professions marked with differing stringency, and individual 
student assessors had different views of the quality of a particular video, none of that individual assessor variance 
was attributable to the assessors’ profession. Teams performed similarly across the 12 cases overall, and no particular 
professions marked differently on any particular case.

Conclusion  A peer assessment of a student-produced video depicting interprofessional collaborative teamwork 
around the management of complex patient cases can be valid for decision-making about student team perfor-
mance. Further refining marking rubrics and student assessor training could potentially modify assessor subjectivity. 
The impact of professions on assessing individual peers and the case-specificity of team performances in IPL settings 
need further exploration. This innovative approach to assessment offers a promising avenue for enhancing the meas-
urement of collaborative learning outcomes in large-scale Interprofessional learning initiatives.
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based assessment, Generalisability Theory, Teamwork, Collaboration, Professions, Health professional students

*Correspondence:
Chris Roberts
chris.roberts@sheffield.ac.uk
Full list of author information is available at the end of the article

http://creativecommons.org/licenses/by-nc-nd/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s12909-024-06124-4&domain=pdf


Page 2 of 13Roberts et al. BMC Medical Education         (2024) 24:1307 

Introduction
Interprofessional Learning (IPL) is increasingly impor-
tant in health professional education, aiming to cul-
tivate collaborative competencies across diverse 
professions and enhance patient-centred healthcare 
delivery [1–4]. International frameworks emphasize 
opportunities for students to work in interprofes-
sional groups, focusing on collaboration and shared 
decision-making [5–7]. Internationally, although more 
institutions are adopting IPL [8], activities are often 
small-scale and voluntary. Several interprofessional 
competency statements have been published inter-
nationally and inform the academic content of IPL 
assessment rubrics, such as the one used in this study 
[9–12]. Amidst the drive for promoting IPL, there is 
a significant and persisting challenge in how to effec-
tively assess the performance of interprofessional 
teams in authentic large-scale IPL activities [13], which 
align with the interprofessional learning outcomes 
critical for healthcare [14]. This highlights a critical 
gap in the literature; a scarcity of robust assessment 
methodologies that can comprehensively assess the 
teamwork, communication, and decision-making skills 
of students engaged in large scale IPL settings (n > 300) 
[2, 7, 15–17].

Current IPL assessments often fail to capture impor-
tant teamwork skills, often testing if students can func-
tion expertly as competent individuals, or independent 
practitioners [18–20]. Assessments focus on short-term 
knowledge acquisition, impact on attitudes to other 
professions, and student satisfaction [21]. Several stud-
ies report self-assessment, which are not optimal given 
an individual’s inability to assess their own learning 
gains accurately [22, 23]. A growing body of research 
explores generating valid team scores for large-scale 
IPL activities [20, 23–26].

In this paper, we extend our research on large scale 
interprofessional assessment [15, 27–29]. We inves-
tigate the validity evidence from a novel large-scale 
interprofessional activity where student teams created 
videos showcasing their problem-solving and decision-
making for a complex patient case. These videos were 
then used for peer assessment of teamwork skills. The 
novelty lies in the use of digital technologies to under-
pin a methodology designed explicitly for peer assess-
ment of team performance in large scale IPL activities.

We now describe our conceptual framework linking 
the relationship between our research questions and 
differing components of the assessment of IPL activi-
ties; assessment of teams, peer assessment, video-based 
assessment, and the validity criteria for the rigour of 
the assessment process.

Assessment in IPL
Effective assessment is crucial for interprofessional 
learning (IPL) as it shapes student learning and informs 
decision-making. Assessing team performance in IPL 
is complex encompassing aspects like leadership, com-
munication, collaboration, and decision-making. Our 
challenge was to incorporate peer assessment, embrace 
video-based assessment, apply appropriate tools for 
measurement and use a robust validity framework 
to make the case for using this form of assessment. 
It is important to distinguish between an assessment 
designed to measure the collective competence of a team 
versus the individual competency of team members 
[30–32]. Factors that impact any team-based assessment 
include the specific task (e.g. patient case management), 
team composition, and cultural and organizational con-
texts [4]. Several tools have been developed to observe 
and measure student team performance either in real-
time (in clinical settings or simulation) or video record-
ings [7, 20, 24].

An additional consideration is the potential impact of 
a student’s profession on their assessment of teamwork. 
Established professional perspectives can hinder collabo-
rative learning [33–35], particularly in assessment  [2, 7, 
19]. While professional hierarchies may lessen after IPL 
activities, they can resurface later. Furthermore, research 
suggests professional background might influence how 
students assess teamwork, but it’s unclear if this origi-
nates from training or individual student experiences 
[36].

Peer assessment
Peer assessment in IPL has been recognised as a valu-
able tool for some time [7, 37–39]. It involves learners 
from different professions collaborating and then assess-
ing each other’s work. In the uniprofessional context 
peer assessment helps develop student skills in giving 
and receiving feedback. By reviewing their peers’ work, 
students can reflect on their own performance and iden-
tify areas for improvement, thus fostering self-regulated 
learning [40]. Additionally, students have more oppor-
tunities to observe each other compared to instructors, 
who have limited time to observe each student individ-
ually [41, 42]. Students are more likely to see authentic 
aspects of interprofessional collaboration than tutors 
when engaged in, for example, interprofessional practice-
based learning in the clinical setting [43]. Several stud-
ies have measured uniprofessional small group learning 
effectiveness based on student self-assessment of particu-
lar behaviours [44–46]. While the quality of evidence on 
peer assessment can vary due to methodological differ-
ences [47], it is thought that peer ratings are reliable and 
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more valid than self- or tutor-based assessments [39, 48, 
49]. Both the giving and receiving of peer feedback have 
good educational impact for the student assessor [50].

For optimal use of peer assessments, educators should 
articulate the intended purpose, clarify the significance of 
teamwork, familiarize students with the assessment tool, 
evaluate teamwork consistently over time, offer construc-
tive feedback, diminish the weight of grades linked to 
assessments, and consider partial anonymity in feedback 
collection [51].

Student‑produced video in assessment for learning
There is a long tradition of using video to assess stu-
dent clinical skills in the laboratory setting [52, 53] and 
of using video to develop students’ knowledge or skills 
acquisition [54]. There is a developing literature on 
student-produced video as a format in assessment for 
learning and of learning. It is a form of assessment that 
provides students with important graduate capabili-
ties, to actively apply knowledge in authentic contexts, 
promote self-reflection and the giving and receiving of 
feedback from others [55]. Examples include science 
education [56, 57], health promotion education [58–60], 
and communication skills training in both dentistry [61], 
pharmacy [62], and interprofessional settings [63, 64].

In the broader educational literature, studies of student-
produced video that include details of the assessment, 
focus on the adequacy of topic content, communication 
of the key message, and the technical quality of the video 
product [15]. A recent review highlighted that projects 
with unclear purposes and weak pedagogical design can 
hinder intended learning outcomes in health professions 
education [65].

Kane’s validity framework
To evaluate the evidence for the utility of video based 
peer assessment of students interprofessional teamwork-
ing skills, Kane’s argument-based validity framework has 
value, focusing on four key aspects [66, 67] in Table 1.

As part of the generalisation argument, reliability is 
important for ensuring that assessment scores are repro-
ducible across different assessments, Reliability, although 

essential, is not adequate on its own to establish validity. 
The generalizability co-efficient is a measure used to cal-
culate reliability and estimate multiple sources of error 
[68].

In summary, assessing Interprofessional Learning (IPL) 
in medical and health science students involves address-
ing challenges in assessing whole of team performance. 
This includes considering task complexity, team com-
position, and contextual factors. It highlights the use of 
video-based assessments and peer evaluations as poten-
tially important for the scalability of assessing large 
cohorts. It also underscores the need to recognize how 
professional backgrounds can impact collaborative learn-
ing and assessment. The application of Kane’s validity 
framework is introduced, emphasizing the importance 
of credibility, reliability, and validity in the assessment 
process.

Study aims
In this paper, we posed two research questions.

1)	 What factors impact the validity of a peer assessment 
of a student-produced video depicting interprofes-
sional collaborative teamwork in a large-scale IPL 
activity?

2)	 How do the student assessor’s profession and the 
specific patient case influence student ratings of col-
laborative teamwork in the video assessments?

Methods
The research context
While the educational design specifics of the IPL activity 
are discussed elsewhere [27, 55, 69], we provide a brief 
overview here. In 2015, the implementation of a large-
scale IPL event; “The Healthcare Collaboration Chal-
lenge,” involved four health faculties and required the 
mandatory attendance of a number of cohorts of health 
professional students. At the time of the data collection, 
there was no systematic preparation of health profes-
sional students around IPL, though there were variations 
in the amount of clinical exposure and thus informal 
work-based exposure to IPL. Thus, we considered that 

Table 1  Kane’s validity framework applied to the video based peer assessment of small groups of students in a large scale 
interprofessional learning activity

• Scoring: Translating video observations into one or more scores

• Generalisation: Using the observed scores to generate an overall test score representing collaborative teamwork in the IPL setting

• Extrapolation: Drawing inferences about what the test score might imply for the collaborative teamwork abilities of students

• Implications: Assessing whether the scores are credible and reasonably free from error, thereby making them suitable for the assessment of collabo-
rative teamwork. If the scores demonstrate credibility and reliability, they can be considered a valid basis for making decisions about the collaborative 
teamwork abilities of students, aligning with the overarching goals of IPL assessment
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students were naïve to formal IPL prior to this event. 
However, the HCC was one of several IPE activities to be 
implemented on an annual basis by the IPL Team as part 
of an overarching IPL strategy [70].

Students (n = 1218) from eight different health pro-
fessions were randomly assigned to one of 208 teams in 
groups of 5–6 students. Most groups consisted of four or 
more professions. The larger size of the student cohorts 
of medicine, nursing, and pharmacy meant most groups 
had two representatives from these professions. Students 
groups were randomly assigned to one of 12 case-based 
learning activities [71]. These had been developed by 
small multiprofessional groups of clinicians from authen-
tic patient cases and were presented in a structured for-
mat to a consistent level of difficulty. The cases involved 
complex continued patient care based in hospital or in 
the community, requiring input from multiple health 
professions. Typical cases included a man living with 
multiple complications of diabetes and cardiovascular 
disease, and several palliative care scenarios. (An exam-
ple of a case is given in Appendix 1) Prior to the learning 
activity, students were directed to the University learn-
ing management system to obtain an overview of the 
event with information about team allocation, instruc-
tions about participation, their allocated case, and guide-
lines about the assessment task. They were informed that 
they needed to produce a 5 minute video that depicted 
interprofessional collaborative teamwork across patient 
issues, team decision-making negotiations, and their 
management plan for the case study. Student teams were 
asked to use their own technology (e.g., smartphones and 
tablets) to film and edit the video. Exemplars from the 
previous year were available for students to view. A writ-
ten one-page management plan formed part of the over-
all assessment but is not considered in this paper. Each 
of the eight health professions involved had negotiated 
differing assessment strategies for their participating stu-
dents, ranging from pass/fail to a proportion of a unit of 
study score.

Students attended one of three orientation sessions for 
a 10-min briefing on IPL’s significance and the learning 
activity requirements. Subsequently, students gathered in 
teams, introduced themselves, and engaged in icebreaker 
team-building exercises to foster problem-solving skills 
(approximately 20 min). Following this, students worked 
on their cases and producing the video and the manage-
ment plan.

Teams were given 48 hours after the face-to-face event 
to complete the assessment and upload videos to the Uni-
versity’s Learning Management System. Students then 
peer-assessed two other teams’ videos online on the same 
case, using the rubric for peer assessment.

Rubric development
The need for the video assessment scale in IPL, it’s 
development and content validation and piloting has 
been described in detail elsewhere [15]. This was based 
on an amalgam of several interprofessional competency 
statements [9–12]. Collaboration in teams is a “com-
plex, voluntary and dynamic process involving several 
skills”  including  an appreciation of the patients per-
spective [4]. In summary, we developed the prototype 
collaborative teamwork rubric for this purpose by syn-
thesising the contemporary literature on teamwork in 
IPL, peer assessment, and assessment of student-gen-
erated videos. The previous content validation study 
identified the major domains that were important to 
staff and students in assessing student-produced vid-
eos portraying interprofessional collaborative practice 
within a large-scale learning activity [15]. The finalised 
scale was intended to assess four domains.

•	 Patient issues: respect for the patient and fam-
ily’s experiences and ability to view the situation 
through the lens of the patient and family,

•	 Interprofessional negotiation: the ability to nego-
tiate with other health professionals in problem 
solving for the patient.

•	 The management plan: the practicalities of inter-
professional care including the coordination 
required for a well-executed interprofessional man-
agement plan.

•	 The effective use of the video medium to engage 
and communicate the key messages of interprofes-
sional working.

Each domain was rated on a Likert scale of 1–4, with 
1 indicating ‘poor:’ and 4, ‘excellent.’ A global rating on 
a scale of 1–5 of the overall impression of the video 
in the context of the IPL activity was included, with 5 
being excellent. (See Fig. 1) A modified Angoff standard 
setting procedure for the whole activity was undertaken 
for the combined weighted score of 60% video mark 
plus 40% abstract mark giving a pass mark of 50%.

Data collection
The data cleaning process for the peer assessments of 
collaborative teamwork videos involved several steps 
to ensure data integrity. First, all instances of missing 
data were removed to maintain completeness. Twenty-
five instances of self-assessment, where the ’team’ 
value equalled the ’own team’ value, were identified, 
and removed to avoid bias. Verification of categorical 
variables included confirming the levels and ranges 
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for anonymised Student Identity number, Team, Item, 
Own Team, Case, Discipline, and Value.

Data analysis
Descriptive statistics were generated for the number of 
students including missing data, the number of ratings, 
the mean score, and the standard deviation of the mean 
scores. In addition, marginal mean score and standard 
error of the mean was calculated for each discipline along 
with significances of distance between mean scores.

Exploratory factor analysis
Principle axis factoring with an Eigenvalue threshold of 
1 and Varimax rotation was employed for Exploratory 
Factor Analysis (EFA) to identify positively correlated 
factors. The Kaiser–Meyer–Olkin measure and Bartlett’s 
test of sphericity assessed sampling adequacy (accepted 
if > 0.50) and sphericity (considered sufficient if p < 0.05), 
respectively. Factor loadings exceeding 0.4 were deemed 
indicative of a good fit for the items.

Generalisability theory
In Generalisability theory [72], the G–study provides a 
multifactorial perspective of the peer rated collaborative 
teamwork scores by quantifying sources of measurement 
error that arise from potentially controllable factors. 
The characteristic of interest in this study was the qual-
ity of collaboration displayed in the team video. We were 
interested to derive the sources of error, which did not 

relate to this construct of interest. This included asses-
sor stringency/leniency, which is a first-order effect and 
is defined as the consistent tendency of student assessors 
to use either the top or the bottom end of the rating scale. 
Assessor subjectivity refers to variable student assessor 
preferences in relation to the collaborative teamwork as 
displayed in the video, and includes how different asses-
sors favour different examples of videos differently over 
and above their baseline stringency/leniency [73]. We 
were also interested to know if the students’ profession 
contributed to error and if the case that students rated, 
impacted their assessment—either as individuals or by 
their profession.

We used the General Linear Model within SPSS (ver-
sion 24) to estimate the influence of all these factors (fac-
ets in G-theory)—both first-order effects (e.g., profession 
and case) and second-order effects (e.g., the interaction 
between profession and case). A reverse stepwise regres-
sion analysis [74] started with the most comprehensive 
possible model and then excluded redundant variables, 
and variables contributing less than 3% of the overall var-
iance, one at a time, to derive the simplest fully-explana-
tory regression model.

Having determined the best fit model for our data in 
this way, variance estimates were combined [73] to pro-
vide an index of reliability (the G coefficient). This allows 
future iterations of the assessment program to be modi-
fied to address the main sources of error identified in the 
initial study. The G-study was based on a partially crossed 

Fig. 1  Rubric for the peer assessment of a student produced video depicting collaborative teamwork in a large-scale IPL activity
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design with students as assessors (student assessor) par-
tially crossed with the rated student teams (team). Once 
redundant factors were removed, the reliability of student 
assessors’ ratings of collaborative teamwork in the fully 
nested situation (worst case scenario) was calculated in 
a D-study as:

where n is the number of student assessors rating a team 
video.

This assumes that there was a mix of similar profes-
sions in each of the teams, but minimal crossing of the 
student assessors. The actual situation was slightly more 
favourable since each student assessed the videos of two 
other teams – providing some crossover. This would 
yield slightly more favourable reliability but is difficult to 
model.

Ethics
All research method were conducted in accordance with 
relevant guidelines and regulations. The University of 
Sydney Human Research Ethics Committee approved 
the research. (Protocol number: 2015/320). The learning 
activity itself was mandatory. There were prizes awarded 
to student groups for the best video production partici-
pation in the research was entirely voluntary. Students 
having any difficulties with the activity were referred to 
their tutors. No financial incentive was offered to the 
students to allow their data to be included in this study. 
Informed consent of the students to participate in the 
study was obtained by the following method. All students 

G = Varstudent assessor/(Varteam + (Varstudent assessor/n)+ (Varstudent assessor∗team/n))

were provided with information about the study and their 
rights as participants. They were given the opportunity to 
indicate their consent for their data to be used in evalu-
ative research by clicking on an ethical statement within 
the Learning Management System.

Results
Impacts on the validity of the assessment
Data on peer assessment rating of collaborative team-
work were available for 1218 of the 1220 students 
scheduled to undertake the activity in 208 teams, using 
a marking rubric with four checklist items and a global 
rating, to rate performances on one of 12 patient cases, 
by teams made up of 5–6 members drawn from 8 health 
professions. (See Table 2) Medical and nursing students 
provided scores very close to the mean (3.18 and 3.19) 
students, a lower mean score (2.97). No teams failed the 
expected standard.

The Exploratory Factor Analysis revealed a single factor 
with positive correlations, explaining 54.7% of the vari-
ance. This aligns strongly with the primary assessment 
construct tied to their respective domains of patient 
issues, team decision-making negotiations, their man-
agement plan for the case study, and effective use of the 
video. All factor loadings surpassed 0.4 (Table 3).

During the reverse stepwise regression process, several 
facets were excluded as redundant based on their insig-
nificant contribution to score variance. Case related fac-
tors (Varcase) and its interactions with item and profession 

Table 2  Students with complete data (n = 1218) ranked by cohort size rating, showing profession, year of study, program duration, 
number of students, number of ratings, mean collaborative teamwork rating and standard deviation

Student profession Cohort Number of students
(missing data)

Number of 
ratings

Mean rating (SD)

Year of
Study

Program

Duration Type

Medicine 1 4 Graduate Entry 317 (8) 3085 3.18 (0.76)

Nursing 3 3 Undergraduate 312 (11) 3010 3.19 (0.77)

2 2 Graduate Entry Masters

Pharmacy 4 4 Undergraduate 235 (4) 2295 3.29 (0.74)

2 2 Graduate Entry Masters

Speech Pathology 3 4 Undergraduate 136 (1) 1345 3.08 (0.76)

2 2 Graduate Entry Masters

Diagnostic Radiography 2 2 Graduate Entry Masters 74 (1) 730 3.56 (0.67)

Occupational Therapy 2 2 Graduate Entry Masters 73 (0) 725 3.09 (0.69)

Physiotherapy 3 4 Undergraduate 70 (0) 700 2.97 (0.68)

Exercise Physiology 2 2 Graduate Entry Masters 26 (0) 260 3.04 (0.73)

Total 1218 (25) 12,150 3.18 (0.73)
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(Varcase*item & Varcase*profession) did not make a significant 
independent contribution to score variance (supplemen-
tary tables S1, S2A and S2B). This implies that no specific 
case was perceived as easier or more difficult than oth-
ers, no item or element received ’uncharacteristic’ ratings 
on a particular case, and no professional group demon-
strated varying stringency or leniency across cases.

The rating item (Varitem) contributed minor score vari-
ance (3% of overall variance), and rating item interactions 
with student assessor, team, and profession (Varitem*student 

assessor, Varitem*team & Varitem*profession) made only very small 
contributions to score variance (≤ 3% of all variance) 
(Supplementary tables S3A, S3B, and S3C). This suggests 
that while some items were slightly easier than others, no 
item or element received ’uncharacteristic’ ratings from a 
particular student assessor, profession, or in relation to a 
specific team.

In the next step (supplementary table  S4), whilst 
professions marked with differing stringency/leni-
ency, (Varprofession = 10%) and individual student asses-
sors had different views of the quality of a particular 
video (Varstudent assessor*team = 32%), none of that indi-
vidual assessor variance was attributable to the rater’s 
profession (Varteam*profession = 0%). This indicates that 
there is variability in stringency/leniency among profes-
sions and among individual student assessors assessing 
the quality of a particular video. However, the last part 
(Varteam*profession = 0%) suggests that the variability in 
individual assessor subjectivity is not influenced by the 

profession of the rater. S4). In other words, the profession 
of the rater does not explain the individual subjectivity in 
their ratings; individuals from the same profession do not 
have more similar tastes than individuals from different 
professions.

The final model included only the variance components 
shown in Table 4 – all the facets which explain or cause 
significant independent score variance. The results of 
the G study with our best-fit model, show both wanted 
and unwanted facets contributing to the variation in 
collaborative teamwork score (Varteam). The largest con-
tributor to error variance was student assessor strin-
gency/leniency (Varstudent assessor), followed by assessor 
subjectivity (Varteam*student assessor), and profession differ-
ences (Varprofession). This highlights the key contributors 
to error variance in the collaborative teamwork scores, 
with student assessor stringency/leniency being the most 
significant, followed by student assessor subjectivity and 
profession differences making a smaller contribution.

In the fully nested D study, we represent the worst-
case scenario in terms of sources of unwanted variance 
that contribute to the reliability of the assessment. The 
dependability estimates combining the variance com-
ponents according to the formulae above are given in 
Table 5. Peer assessment of collaborative teamwork was 
reliable (G = 0.71), where each team video is rated by 

Table 3  Exploratory factor analysis using principal axis rotation 
factor matrix revealing single factor structure, (which cannot be 
rotated) of the video assessment rubric across all five items

Component Factor
1

Overall 0.80

Plan 0.78

Negotiation 0.74

Video 0.72

Patient 0.66

Table 4  Variance components of the peer assessment of a video depicting interprofessional collaborative teamwork around 
management of one of 12 complex clinical cases in health professional students (n = 1218) of 8 differing professions

Component Meaning Variance Estimate Proportion of 
total Variance

Varstudent assessor Student Assessor stringency/leniency 0.164 43%

Var rated_team Team performance as rated by the video 0.056 15%

Varprofession Profession Stringency/leniency 0.037 10%

V rated_team*student assessor Student Assessor subjectivity 0.120 32%

Table 5  D study (fully nested) modeling changes in reliability 
estimates for groups of 5–6 students, assuming a matching of 
similar professions but no crossing of student assessors

No. of Student Assessors G coefficient 
(fully nested)

4 0.45

6 0.55

8 0.62

10 0.67

12 0.71

14 0.74

16 0.76

18 0.78

20 0.80
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twelve student assessors. In our IPL activity, this rep-
resents two other teams. Using three teams to rate one 
video would have provided higher reliability (G = 0.78). 
However, due to practical constraints, this approach 
was not feasible. Despite facing challenges in the study 
setting, the peer assessment of collaborative teamwork 
demonstrated acceptable reliability with an achievable 
rater configuration.

Exploring differences in professions
To further explore differences in marking by profession, 
we looked at the marginal mean score and standard error 
of the mean for each discipline along with significances 
of distance between mean scores. (Table 6).

The shaded squares show where no significant dis-
tance exists. Our analysis revealed significant differences 
(p < 0.05) in the mean scores between several disciplines 
on the assessment. Post-hoc tests (e.g., Tukey’s HSD) fur-
ther illuminated these differences, identifying four dis-
tinct score groups.

Diagnostic Radiography students achieved the highest 
mean score (3.740, SE = 0.024), which was statistically 
significantly different from all other disciplines (p < 0.05). 
Pharmacy students followed closely with a second-high-
est average score (3.454, SE = 0.014), statistically indistin-
guishable from the scores of Medicine (3.342, SE = 0.012) 
and Nursing (3.347, SE = 0.012).

A third group emerged, comprising Occupational 
Therapy (3.239, SE = 0.024), Speech Pathology (3.234, 
SE = 0.018), and Exercise Physiology (3.188, SE = 0.040) 
students. There were no statistically significant differ-
ences in mean scores between these disciplines.

Interestingly, Physiotherapy students (3.124, SE = 0.025) 
scored the lowest on average. This score, however, was 

not statistically different from the scores in the third 
group, suggesting Physiotherapy might be an outlier 
within that cluster.

These findings highlight potential variations in per-
formance across disciplines on this assessment. Further 
investigation is warranted to understand the reasons 
behind these differences.

Discussion
Summary of key findings
This study concerns students from different professions 
working in teams and assessing their peers’ inter-pro-
fessional collaborations on complex cases. We sought 
evidence of the validity of a video-based assessment and 
whether the profession of the student had influence on 
their marking. The findings estimated the reliability of 
a peer assessment of a health professional student-pro-
duced video of interprofessional collaborative teamwork. 
Peer assessment in this context was sufficiently reliable, 
with modest assessor sampling, for decision-making 
about the quality of the student team performance as 
depicted by the video. Most of the error variance was 
attributable to student assessor stringency/leniency and 
subjectivity. Therefore, strategies to reduce unwanted 
variance should focus on both elements of student asses-
sor judgement.

We also explored the influence of students’ profes-
sions on assessors’ judgements about collaborative team-
work during an IPL activity. Some professions rated 
more stringently than others across the board. However, 
the professional designations were similar in which vid-
eos they thought were better and which were worse 
(same preferences, but differing standards). That is dif-
ferences between professions were evident, but these 

Table 6  Showing the marginal mean score and standard error of the mean for each discipline along with significances of distance 
between mean scores
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did not significantly affect the overall reliability of the 
assessment.

Further, the validity of the assessment was investigated 
by examining the key claims, assumptions, and inferences 
that link scores derived from peer ratings of interprofes-
sional team working with their intended interpretations 
using Kane’s validity framework.

Scoring
The peer assessment involved a rubric with four check-
list items and a global rating, contributing to the scor-
ing component. Exploratory Factor Analysis (EFA) 
revealed it to be assessing a single construct with posi-
tive correlations, aligning with the primary assessment 
constructs tied to patient issues, interprofessional 
negotiation, interprofessional management planning 
and the effective use of video to depict effective collab-
orative teamwork.

Generalisation
Reverse stepwise regression excluded facets like case, 
item, and their interactions that didn’t significantly 
contribute to score variance. This implies that the find-
ings can be generalized, suggesting no specific case, 
item, or element significantly impacted the assessment. 
Factor structure remained flat, indicating that including 
or excluding the global item resulted in a single factor 
explaining a significant portion of the variance, further 
supporting generalisation.

Extrapolation
The study provides insights into how different pro-
fessions marked with differing stringency/leniency, 
indicating potential variations in expectations. While 
individual student assessors had different views, the 
results show no influence of the rater’s profession on 
individual subjectivity suggesting that the profession of 
the rater doesn’t explain individual subjectivity. Nota-
bly, no team failed the assessment, indicating a consist-
ent level of performance across teams.

Implications
The final model, derived from G study results, identi-
fies key contributors to error variance, with student 
assessor stringency/leniency being the most signifi-
cant, followed by assessor subjectivity and profession 
differences. These findings have implications for train-
ing assessors and refining the assessment process. 
Dependability estimates from the D study highlighted 
the reliability of peer assessment considering practical 
constraints in the study setting [67].

Comparison with existing literature
Our findings add to the literature around assessment 
for the learning of interprofessional teamwork for 
whole student cohorts [2]. In previous work, we have 
detailed the educational design of this interprofessional 
learning activity that engaged all students in authentic 
team working, whilst at the same time enabling reflec-
tion, learning, and demonstrating the creation of new 
collective knowledge [27]. This study extends the valid-
ity evidence from the existing content validation of the 
video scale [15, 27] by providing psychometric evidence 
on aspects of a video-based assessment of interprofes-
sional collaborative teamwork. Our findings support 
the argument that peer assessment might overcome 
some of the challenges of large scale applications of IPL 
[7].

Not only does peer assessment offer feasibility and 
learning benefits for large cohorts of students, but it 
can also provide reliable scores. Given the purpose of 
the collaborative video assessment task was to deter-
mine whether a team of students have demonstrated the 
expected standards of interprofessional collaboration, 
our data support the use of peer assessment for this pur-
pose. It also extends research demonstrating the utility of 
the case based approach for IPL activities for large num-
bers of students [75].

Our work provides further insight into the sources of 
measurement error in using Interprofessional assessment 
tools [76] and addressing student assessors’ subjectivity 
and stringency/leniency. Students’ reflection on the pur-
pose and likely outcomes of peer assessment may influ-
ence the way in which they make their judgements. They 
will need to understand how reflection and goal setting 
can influence their own professional behaviours [77–79] 
in IPL, as well as their peer rating behaviour of interpro-
fessional collaboration in others.

The impact of profession on rating team performance 
is an interesting finding. In post qualification settings 
where ratings involve doctors and nurses around inter-
professional collaboration, it appears that professional 
designation is a significant factor [36]. Our findings that 
medical and nursing students appear to have similar pref-
erences and standards for team performance suggest that 
the change may happen post qualification in the work-
place. However, this finding is likely to be context specific 
to the particular assessment task [22]. That is this obser-
vation of a non-hierarchical approach by students might 
be because team performance, rather than individual 
performance, is being assessed. Further, the IPL activity 
included first-year graduate entry medical students and 
more senior medical students may have different percep-
tions of IPL team performance in this context.
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That teams performed similarly across the 12 patient 
cases overall, and no profession marked differently on 
any particular case is an interesting finding. There has 
been a call from some quarters that there is value for 
all students in team-based learning to undertake the 
same case, often for pragmatic reasons [80]. Our find-
ing that providing multiple diverse cases albeit of simi-
lar complexity, does not negatively impact learning, is 
reassuring. This is important because there are many 
educational benefits of a large-scale IPL event where 
students engage with a range of authentic clinical sce-
narios [27, 71].

We have demonstrated reasonable characteristics for 
an assessment process that engaged a large number of 
students with minimal imposition on faculty. We agree 
with Boud et al. [14] that explicitly focusing on improv-
ing assessment practice in IPL may have a large impact 
on the quality of the collaborative learning agenda.

Methodological strengths and challenges
This exploratory study is one of few studies to identify 
the factors that influence student assessor judgement 
in a peer assessment of collaborative teamwork within 
a large-scale interprofessional learning activity. We 
acknowledge the potential impact of three important 
issues influencing the generalisability of our findings to 
other settings: the generalisability design, the robustness 
of the peer assessment tool, and the IPL research con-
text for student learning. Conceptually, G theory treats 
data from a multivariate random effects perspective [81]. 
The generalisability study makes use of naturalistic data 
to fully explore all possible effects or facets and their 
interactions. However, this is a different paradigm from 
hypothesis testing which typically fixes and isolates vari-
ables for effect testing. We consider that the exploratory 
paradigm was more appropriate to our research ques-
tions. [81]. We acknowledge that for performance assess-
ments, rater error is often outweighed by task sampling 
error [82]. One way to average out subjectivity in future 
iterations of the assessment would be to increase the 
number of tasks (team producing more than 1 video) – 
this would average out “subjectivity.” However, this was 
not feasible in our setting. No existing previously vali-
dated peer assessment tool of a video of collaborative 
teamwork was available at the time, therefore we devel-
oped a tool to best suit our context. We acknowledge 
from a construct validity perspective that our data only 
provides preliminary evidence for a robust validity argu-
ment (scoring, generalisation, extrapolation, and implica-
tions) for the video-based assessment tool.

We don’t have the data to understand what drives stu-
dent assessor error in these ratings but plan to investigate 

these questions using qualitative data. Unfortunately, we 
did not categorise the data for the study to record the dif-
ferences between graduate and undergraduate responses. 
We acknowledge that this is a measure of a collective 
competency [30] in collaborative teamwork. It does not 
separate out the individual contribution to collaborative 
learning. In considering the generalisability to other IPL 
settings, we have sampled widely across students, differ-
ing types of cases, and differing health professions.

Implications for educators
Educators can draw valuable insights from this study 
to enhance their Interprofessional Learning (IPL) 
approaches. This study shows that an assessment of the 
performance of interprofessional teams provided scores 
that can be trusted, and second members of one profes-
sional group can be trusted to judge the performance of 
members in other professional groups in dealing with 
particular types of patient cases. This study provides 
some preliminary validity evidence for integrating peer 
assessment into IPL activities.. Therefore, assessment 
can be leveraged as a driving force in implementing IPL. 
By shifting the focus to assessment for learning, educa-
tors can provide robust evidence of the quality of inter-
professional collaborative learning. It seems possible that 
a focus on assessment in IPL reframes the ‘problem’ of 
assessing large cohorts’ in IPL [2] to one of opportunity 
and provides a possible way forward in progressing the 
IPL agenda. Student assessment often drives learning.

Furthermore, educators should emphasise the prepa-
ration of students for peer assessment. By cultivating a 
deep understanding of peer assessment’s purpose and 
implications, students can better assess their peers. Edu-
cators should consider interventions that enhance stu-
dent assessor judgment. Recognizing that biases in peer 
assessment primarily stem from student assessor leni-
ency and subjectivity, educators can proactively address 
these influences by encouraging students to critically 
reflect on their judgement of an IPL performance in the 
light of the intended criteria.

Incorporating diverse cases of equal complexity in 
large-scale IPL events need not compromise learning 
outcomes. Educators can confidently expand the scope 
of scenarios, enriching students’ exposure to authentic 
clinical situations.

Implications for further research
First, the transformative role of assessment for learn-
ing within the IPL landscape emerges as a focal point 
of this study. The study illustrates assessment’s capacity 
to catalyse learning experiences. The shift in perspec-
tive from viewing assessment challenges as obstacles to 
recognizing them as avenues for advancing IPL prompts 
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researchers to consider innovative ways of integrating 
assessment for learning methods that resonate with the 
goals of IPL.

Second, the study underscores the need for more 
validity  evidence of peer assessment integration within 
the IPL paradigm. This observation encourages research-
ers to investigate the potential of peer assessment as a 
dependable assessment mechanism across diverse IPL 
contexts. Given the role of student assessor leniency and 
subjectivity in shaping assessment outcomes, research-
ers could explore the underpinning causes of these 
biases, with a view to conceptualizing strategies that can 
temper their impact. In our study, most students had had 
little formal preparation for IPL activities, which accords 
with the findings of others [13]. In settings where there is 
formal preparation for IPL, we anticipate a reduction in 
student assessor subjectivity and the need for fewer stu-
dent ratings. Further empirical studies on IPL learning 
activities that use video-based peer assessment are a rich 
area for further research.

Conclusion
A peer assessment of a student-produced video depict-
ing interprofessional collaborative teamwork around 
management of complex patient cases can be valid for 
decision-making about student team performance. 
Each student profession had the same view of good or 
poor collaborative teamwork but marked to differing 
standards. The overall standard of collaborative team-
work was similar across a range of cases and the judge-
ments of different professions did not diverge by case. 
It’s possible that further refining marking rubrics and 
assessor training could modify student assessor subjec-
tivity. Similarly, the impact of profession on assessing 
individual peers and the case-specificity of team perfor-
mances in IPL settings need further exploration. This 
innovative approach to assessment offers a promising 
avenue for enhancing the measurement of collabora-
tive learning outcomes in large-scale Interprofessional 
Learning initiatives.
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