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Abstract 

Background  The emergence of virtual reality (VR) for medical education enables a range of new teaching opportu-
nities. Skills and competences can be trained that cannot be demonstrated in any other way due to physical or ethical 
limitations. Immersion and presence may play an important role for learning in this context. This study investigates 
whether this VR-based, immersive software is an effective tool for assessing medical learning objectives by compar-
ing behavioral outcomes in VR and actor-based simulations, and examines how these behaviors relate to immersion 
levels and their impact on learning success.

Methods  To evaluate the effectiveness of the new teaching method, objective behavioral outcomes were identified 
as part of a dermatological learning unit and VR as a method was compared with actor-based simulation training. In 
addition, subjective questionnaires were collected to compare the levels of immersion in both concepts.

Results  It was shown that primary learning objectives can be addressed well in VR. However, secondary learning 
objectives that fall into the field of basic skills seem to be delivered better in the actor-based training than in VR. This 
appears to be an effect of weaker immersion measured in VR training.

Conclusions  It can be said that the implementation of basic skills training depends largely on the level of immersion 
in the teaching method used. While primary learning subjectives can be trained and assessed well, at present, it does 
not appear to be fully possible to train secondary skills with the technical status quo in VR. However, the observation 
of secondary learning objectives can serve as an indicator for the assessment of immersion in the future.
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Background
Major technological advances in recent years, such as 
increasingly high-resolution imaging and software solu-
tions, as well as the COVID pandemic as an additional 
catalyst [1] have made virtual, augmented, and mixed 
reality (VR, AR, and MR) applications increasingly popu-
lar [2, 3]. This also applies to the medical sector: Besides 
conventional 2D applications such as laparoscopy train-
ers and their 3D developments (e.g. DaVinci robot sys-
tem trainers) [4, 5], applications in the field of artificial 
intelligence-based interaction are currently on the rise. 
These techniques have not only revolutionized preopera-
tive planning [3, 6–8] but also postoperative/general care 
[2, 9, 10].

In the field of medical education, VR is playing an 
increasingly important role e.g. in residency training 
for physicians (e.g. disaster training [11, 12], cardiopul-
monary resuscitation [13], craniofacial trauma [14] and 
training and education of nurses [15–17]). However, VR 
has not yet been widely adopted in traditional student 
education and simulation training [18]. This may partly 
be due to the limitations of VR technology, including 
cost-effectiveness but also the lack of statistical evidence 
of its educational use under real conditions [19].

However, the use of actors as simulated patients or 
manikins is widely accepted in the education of medi-
cal students and has been part of the teaching routine in 
numerous medical faculties for many years. Neverthe-
less, these simulations have several limitations that VR 
can address. While VR cases offer the same safe environ-
ment and situated learning opportunity as other simu-
lation trainings, they can also showcase medical areas 
that are often excluded from the curriculum. Barriers 
such as patient safety or privacy, rare diseases or patients 
and conditions that can’t be represented by manikins or 
actors can be overcome with the use of VR [20]. Exam-
ples for VR trainings that address those issues are a brain 
death examination [21, 22], a dermatological full body 
skin cancer examination [23, 24], post-mortem examina-
tions [25], operative stray radiation safety training [26] 
or pediatric emergencies training [27]. Also, VR emer-
gency trainings are on the rise that address multiplayer 
modes and are built on complex physiological engines, 
that match treatments realistically in real time [28–31]. 
Additionally, a comprehensive review of the use of VR in 
medical education can be found in [32].

Another benefit of VR is its visually realistic imag-
ing, which is currently predominantly realized by Head-
Mounted-Display (HMD)-based systems. It has been 
shown that high levels of immersion can be achieved with 
the help of HMDs [33]. Immersion is often described as 
the technical ability of a system to present an intense vir-
tual environment while shutting out physical reality [34, 

35]. While experts in the field of media studies largely 
agree on immersion being an important phenomenon 
when interacting with any kind of media (even two-
dimensional) [36], VR is especially suited to draw users 
into the depicted world. The ability to flood multiple of 
the users´ sensory channels with artificial stimuli while 
drowning out others leads to a high degree of immersion 
in the depicted situation [37]. The application of VR aims 
to create an intense immersive experience with the help 
of 3D visual, hapto-tactile and acoustic impressions, that 
reacts upon movement and interaction.

If the VR system possesses a high level of immersion, 
it can make users feel as if they were actually “there” – 
a phenomenon called “presence”, the subjective correlate 
of immersion [34, 38]. This allows the virtual experience 
to evoke both the physical and emotional aspects of a 
natural habitus. Considering this phenomenon, it is not 
surprising that VR can be used to induce not only feel-
ings of joy, but also negative emotions such as stress, 
anxiety, and disgust. If VR is used correctly, it can even 
induce intense physical reactions although the user is 
performing in a safe environment (e.g. exposure therapy 
in psychotherapy [39]). Within the same mechanism, 
VR technology can be used to create complex situations 
to train not only knowledge or motor skills (e.g. surgical 
suture training) but also complex emotional and inter-
personal competencies.

One major question in this regard is which degree of 
immersion is needed to enable learning success. It has 
been suggested that learning is especially successful, if it 
occurs in an environment close to reality and enhances 
an active construction of knowledge, rather than pas-
sively absorbing it in the form of lectures, for exam-
ple [40]. This so-called situated learning is an essential 
basis for learning during simulations and therefore also 
VR-based training. It recently has been discussed how 
learning is influenced by immersion. A theory concludes 
that the immersion of HMD-based VR trainings leads to 
high levels of presence and agency, which in return may 
enhance psychological factors associated with learn-
ing, like interest, self-motivation, self-efficacy and more 
[41]. Nevertheless, empirical results testing this theory 
are mixed and seem to depend on the learning objectives 
[42].

Additionally, former studies mainly focused on the 
effect of immersion on a specific learning objective in 
different domains [42]. What has not been thoroughly 
investigated is whether the level of immersion influences 
direct learning objectives in the same way it influences 
indirect learning objectives. For this study, we focused 
on primary learning objectives (those that were asked for 
in the task e.g. performing a correct surgical suture) and 
secondary learning objectives, which are not mentioned 
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in the task but are routine actions that should be con-
solidated in further training (e.g. hand hygiene or sterile 
dressing of surgical gowns if necessary).

Another important aspect is how immersion is cur-
rently measured. Traditionally, measurements of immer-
sion are based on subjective post-event surveys of 
students where they can rate various aspects of how real-
istic the scenario appeared to them. This has the draw-
back that the measurement relies on the participants 
recalling their experience. Furthermore, it is unclear 
how adequate participants can judge implicit processes, 
such as embodiment and presence, through post ques-
tionnaire ratings [43, 44]. Thus, additional methods of 
measuring immersion would be beneficial to get a more 
comprehensive understanding of the immersion of simu-
lated environments. A novel approach in medical educa-
tion context is to study the behaviour of the participants 
in the simulation: If the participants´ behaviour is close 
to a real-world situation, this could indicate a high degree 
of immersion of the simulated environment.

An application was developed in which medical stu-
dents are able to autonomously perform a dermatological 
examination on a digital patient in VR. This software was 
then integrated into the medical curriculum at Münster 
University and Saarland University.

This study aims for two main objectives: At first, we 
wanted to evaluate if the analyzed VR-Software, as an 
example of a VR-based (immersive and HMD bound) 
competence-based assessment, is an effective vehicle 
to test medical learning objectives. The behavioral out-
comes of primary and secondary learning objectives were 
examined separately for a VR- and actor-based simula-
tion. Secondly, behavioral differences were compared 
to post-rated presence questionnaires (to analyze the 
level of immersion). It will be discussed to what extent 
behavioral differences can be used to derive the level of 
immersion and how this evaluation may predict the suit-
ability of different learning objectives in medical VR-
based trainings.

Methods
The Medical Faculty of the University of Münster is 
home to a highly modern teaching facility for students 
(LIMETTE training center). This institution offers medi-
cal students hands-on training through engagement with 
professional actors who simulate patient scenarios, all 
within a controlled environment. Supervised training is 
conducted across a variety of scenarios, offering a com-
prehensive learning experience. At Münster University, 
in cooperation with Münster University of Applied Sci-
ences, Saarland University and Saar University of Fine 
Arts, a VR-application (‘Skin cancer screening’ within 
the funded research project’medical Tr.AI.ning’ [23, 24]) 

was developed and implemented for the first time in the 
summer term of 2023 in which students were tasked with 
performing a virtual full-body skin cancer screening as a 
simulation competency training. This course was devel-
oped for the Valve Index Head-Mounted Display (HMD) 
on basis of the Unity Game Engine (Unity Technologies, 
San Fransisco, USA, version 2021.3), further technical 
details can be found in [24].

Learning objectives
To evaluate the dermatological VR application, surveys 
were conducted among students regarding usability, 
presence and other factors. At the same time, the par-
ticipating students were recorded while performing their 
tasks in VR. This was compared to students of the same 
academic year, who were observed during a traditional 
actor-based dermatology simulation training in the train-
ing center ‘LIMETTE’. All participants were asked for 
permission to use the recorded video data on a voluntary 
basis.

Firstly, recognizing and documenting conspicuous skin 
lesions was defined as a measure of the primary learn-
ing objectives. Further behavioral items were identified 
that act as a basic building block of ethical and routine 
hygienic medical action, which can be seen as mandatory 
in direct patient contact, but also as secondary learning 
objectives for every suitable simulation training case.

These items were:

1.	 “closing the examination room´s door” for data pro-
tection and to protect the patient´s privacy, especially 
while performing obligatory intimate examinations

2.	 “using hand disinfection before and after patient 
contact” to protect the patient from transmission of 
pathogens via the examinator´s hands

3.	 “using medical gloves” for self-protection, to avoid 
skin contact with e.g. infectious material or parasites

According to the NKLM (German “National Compe-
tence Based Learning Objectives Catalogue Medicine”), 
the listed competences should be able to be applied fully 
independently and adequately by students from 7 to 10th 
semester at the latest (chapter VIII.4–04.1.1; VIII.7–
01.1.1 and VIII.6–01.2.8 [45]). The 10th semester was 
selected for the survey. The competencies mentioned are 
therefore essential requirements for students in the 10th 
semester, immediately before taking the theoretical state 
examination in Germany. Clear deviations from this are 
conspicuous and could be an indication of an inability to 
comply with basic requirements.

In order to establish a baseline, the students’ behavior 
was first observed and evaluated in a real, actor-based 
course. This control group is from the 10th semester of 
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the winter term 2022/2023 while the test group is from 
10th semester of summer term 2023. The VR group was 
additionally asked to fill in questionnaires before, dur-
ing and after the course for a more detailed evaluation 
of the new course format, which was conducted for the 
first time in this winter term (see Fig. 1). Included were 
demographic data, the System Usability Scale (SUS) to 
determine usability [46] and the Reality Judgement and 
Presence Questionnaire (RJPQ) [47]. VR in-game record-
ings were used to observe the same behavioral aspects 
than in the control group.

Simulation scenarios
The task of the reference group is part of a multi-level 
training parcourse of the interaction training for derma-
tology within the 10th semester. Participation is obliga-
tory for every student. The students were given the task 
of examining a patient who presents a painful erythema-
tous leg (see Fig. 2A) and an itchy spot on the back. The 
direct manual examination is mandatory to detect impor-
tant symptoms like overheating and palpatory findings. 
The suitability of this teaching concept for achieving the 
primary learning objectives has already been evaluated 

Fig. 1  Schematic representation of the study design. Two cohorts were used in order to avoid distortion of the data by the other course module

Fig. 2  Illustration of the two pathologies to be examined as part of the courses. A Actor-based course: Right leg of the simulation patient 
with erysipelas. A clear reddening can be seen starting from the big toe (overheating also palpable). B Virtual-reality based course: Partial section 
of the undressed virtual patient with melanoma of the left inguinal area (scenario 1 of 5), which is examined using a dermatoscope
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and optimized several times in internal evaluations over 
the last few years and is therefore regarded as appropri-
ate. Every student was alone in a moc-examination room 
with one middle-aged Caucasian male actor. The time 
limit for the task was 10  min, and the students had the 
task to perform medical history and a symptom-related 
examination (see Appendix  1). No additional materials 
were provided other than the standard room equipment 
which consisted of medical gloves and hand disinfectant. 
A stethoscope was brought by the students. The scene 
was observed by a teacher that was connected via an 
intercom system and could not be seen from the room. 
No content-related help was given.

The VR course group (also 10th semester) had a theo-
retical and practical introduction in VR hard- and soft-
ware by a standardized tutorial beforehand in order to 
create equal conditions for all students. This preparation 
includes moving in virtual rooms so as interaction with 
objects and using the dialogue menu without spoiling 
any information. The primary learning objective was to 
conduct an examination for skin abnormalities, includ-
ing taking a medical history of an unknown patient in 
a virtual practice (see Figs.  2B, 3 and Appendix  2). The 
results were discussed with a teacher afterwards. Like 
the actor-based course design, the students worked in 
the same real rooms on their own with one hardware 
setup and one (virtual, middle-aged Caucasian) patient 
each. Due to the slightly different task, the students in the 
virtual room had a dermatoscope to use in addition to 
medical gloves and disinfectant. This was used to record 
the anomalies, which were then discussed in the follow-
ing (non virtual) debriefing. It was also possible to take a 
specific medical history via dialogue system and to per-
form a specific body examination. The patient could be 
asked to assume various poses via the dialogue menu to 
make all parts of the skin visible (e.g. bending forward, 
standing on one leg, stretching and rotating arms, etc.). 
Undressing and obtaining the patient’s consent could also 
be ca rried out via the dialogue menu (see Figs. 3 and 4). 
The observation was conducted within the same system 
supplemented with a screen mirroring system to see the 
VR-view every time. No content-related assistance or 
feedback was given within the simulation, only technical 
advice was given if needed. The time limit was 25 min to 
complete the task.

In both cases, the patient has to be undressed (partly or 
fully) and hygiene standards must be maintained. Clos-
ing the door is mandatory in both setups to protect the 
patients’ privacy and to ensure data protection. As the 
actor-based training took place two weeks after the VR 
training and the hygiene standards were an explicit part 
of the VR debriefing, we decided to compare two dif-
ferent cohorts to avoid a priming effect. The students 

evaluated in the actor-based course did not perform the 
VR course before and vice versa.

As the comparison group did not perform in reality, 
but in a realistic form of simulation, the RJPQ (adapted 
formulation) was also queried in the actor-based course 
format to obtain a baseline. Two-sided t-tests for inde-
pendent samples were performed to identify significant 
differences in the RJPQ dimensions between the two 
groups.

To analyze the behavioral data, the videos were 
inspected. Various measurement points were collected, 
partly in binary values, partly in time stamps, and mean 
values were determined. Table 1 shows all measurement 
points. Multiple Chi2-Tests (χ2) were performed to com-
pare the binary behavioral variables (door closed, used 
hand disinfection, used medical gloves) between both 
groups.

Results
General evaluations
In the VR group, 95 of 140 students agreed to participate 
in the extended evaluation of the course. 85 videos were 
available to conduct the extended analysis. In the actor-
based group 30 out of 66 students provided their video 
data for the analysis.

The majority of students in VR (81.8%) reported that 
they have already used a VR headset once or rarely. How-
ever, only 1.8% reported using a VR headset on a regular 
basis.

Within the VR group survey there were 69.8% female 
students (0% diverse). The mean age of the respond-
ents was 25.4  years. This corresponds to the propor-
tion of women in this field of study and the median age 

Fig. 3  Aerial view of the dermatological practice with the waiting 
room on the left and the examination room with changing room 
on the top left (generated graphic, no in-game image)
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of medical students in this stage of their studies [48, 49]. 
Since both groups (VR- and actor-based) are from the 
10th semester at the same university in the same study 
program (with a difference in study participation of 
6  months), it can be assumed that the study groups are 
comparable.

The examination time differed between the two course 
groups. Due to course structures the real training group 
had 10 min, with a reminder after 8 min that time will be 
up soon. The VR group had about 25 min with a reminder 
after 20 min. In general, students need additional time in 
VR because the technical handling is different than nor-
mal (e.g. use of controllers for interactions). The aver-
age time needed for the actor-based group was 7:43 min 
(± 01:03 min), for the VR group 18:45 min (± 05:00 min).

Primary learning objectives and immersion
In VR simulation all students performed an anamneses 
and 74,22% of the students managed to identify at least 
one (of one or two melanoma placed) lesion correctly 
(primary learning objective). The students were further-
more asked about their subjective learning success at var-
ious points during the VR course. The subjective learning 
success showed a constant increase with the greatest 
increase after the VR application itself (t0 = 2.09 ± 0.85; 
t1 = 2.28 ± 0.87; t2 = 3.12 ± 0.9; t3 = 3.34 ± 0.81; Δt0–1 = 0.19 
vs. Δt1–2 = 0.84 vs. Δt2–3 = 0.22).

The Reality Judgment and Presence (RJPQ) Question-
naire was used within the VR course to evaluate students’ 
perceptions of immersion and realism (min. 0, max. 10) 
(see Fig.  5). The mean value for attention/absorption 

Fig. 4  Schematic sequence of steps within the software (user point-of-view): Image A shows the waiting room, where the application starts. The 
student must navigate independently to the examination room. B After opening the door, the examination room can be entered. The patient 
is waiting there and can be interacted with via a dialogue menu. C shows the available utensils (from left to right: disinfectant dispenser, medical 
gloves, dermatoscope). D Visualization of the skin under the dermatoscope
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was 5.76 ± 1.95, for internal/external correspondence 
5.27 ± 1.70 and for reality judgment 4.82 ± 2.01. The actor-
based reference group reported 6.46 ± 1.77 for attention/
absorption (Δ VR p = < 0.05), 6.11 ± 1.58 for internal/
external correspondence (Δ VR p = < 0.01) and 6.76 ± 1.79 
for reality judgment (Δ VR p = < 0.001).

Secondary learning objectives
In order to classify the results, secondary learning objec-
tives were monitored in the VR simulation. To determine 
the current state of proficiency, the same procedures 
were also observed in the comparison group.

In the actor-based group 100% of the participants 
closed the door immediately (4 s ± 1 s) after opening the 
door and therefore before patient contact. In the VR 
group only 15% closed the door, on average 57 s (± 49 s) 
after opening it. In the few cases the door was closed, it 
happened at least before undressing the patient. Thus, 
there was a significant difference between the two groups 
(χ2[1, N = 115] = 64.4, p < 0.001). The second aspect inves-
tigated whether gloves were worn before examining the 
potentially infected legs. In the actor-based group 97% 
used gloves overall, these were (100%) put on before first 
skin contact. As in this case the patient presented with 
two skin abnormalities a few students changed gloves 
during the examination, the mean glove consumption 
was 2.43 gloves per student [100 available]. 100% of the 
students took the gloves off before leaving the exami-
nation room. In the VR group 49% of the students used 
gloves (mean 0,9 gloves per student [max. 2]), but only 
39% did this before first skin contact. At that time, there 
was no functionality in the software to take the gloves off 
again. The proportion of students who used gloves at any 

time differs significantly between the two groups (χ2[1, 
N = 115] = 18.2, p < 0.001).

The last item observed was the correct usage of hand 
disinfection. In the actor-based group 93% used hand 
disinfection in general, 67% before the first skin con-
tact. 83% of the students used hand disinfection after 
the last skin contact with the patient. A closer look at 
the timeline reveals two groups: Group 1 disinfected 
their hands immediately after entering the room (after 
07,00  s ± 04,50  s), group two did so directly before the 
physical examination (after 304  s ± 159  s). In the VR-
based group 21% used hand disinfection, 13% before 
the first skin contact and only 8% after the last skin con-
tact (χ2[1, N = 115] = 45.1, p < 0.001). The two behavio-
ral groups "disinfection before the anamnesis interview" 
(78,00  s ± 45,50  s) and "disinfection immediately before 
the physical examination" (970  s ± 190,10  s) can also be 
identified here.

The differences in the execution of medical routines 
between the two groups are visualized in Fig. 6.

Additionally, the usability was measured via SUS in 
the VR group. The mean value was 70.92 ± 15.53 (min. 
0, max. 100), which can be interpreted as medium-good 
results. Just under a third (28%) of the students rated the 
usability between 80% (good) and 100% (very good). Fur-
ther analysis showed that there is a correlation between 
previous VR experiences and the SUS score (τ = 0.26, 
p < 0.01). The statistical comparisons between the two 
groups in secondary learning objective and immersion 
are displayed in Table  2. It shows that the scenario was 
perceived as significantly more immersive in the actor-
based group than in the VR group. Furthermore, the 
secondary learning objectives were significantly better 
achieved in the actor-based group.

Discussion
Results showed that the levels of immersion differed 
significantly between the VR-based simulation and 
the actor-based simulation. This is confirmed by ques-
tionnaire data as well as the difference in the execution 
of medical routines. Specifically, the huge differences 
between routine execution in the two groups were strik-
ing. While both settings (VR vs. actor-based simulation) 
were able to achieve the primary learning objectives well, 
there were clear differences in the achievement of the 
secondary learning objectives related to medical routines.

Differences in immersion
The obtained differences in immersion between the two 
types of simulated environments are not unexpected. 
While the actor-based simulations are well-optimized 
and have been an integral part of the curriculum for 
years, the VR-based simulation was a prototype with 

Table 1  Monitored objectives within the VR and actor-based 
simulations, valid values and unit of measurement

Action

door opened timecode (time baseline) timecode; mm:ss

door closed 0 = no; 1 = yes

door closed timecode timecode; mm:ss

door closed before undressing the patient 0 = no; 1 = yes

used hand disinfection 0 = no; 1 = yes

used hand disinfection first time timecode; mm:ss

used hand disinfection before patient contact 0 = no; 1 = yes

used hand disinfection after patient contact 0 = no; 1 = yes

used medical gloves 0 = no; 1 = yes

used medical gloves before first examination contact 0 = no; 1 = yes

put gloves on timecode; mm:ss

number of used gloves value

removed gloves before leaving the room 0 = no; 1 = yes

duration of simulation timecode; mm:ss
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several shortcomings. Some aspects of the application 
(e.g. the visual quality of the light and digital surfaces, 
complex interactions like pushing aside the patient´s 
hair to examine the scalp) have in part been simplified 
due to technical and time constraints. Furthermore, it 
became clear that for some students, the technical bar-
riers in using the system were higher than for others, 
which could have also deteriorated the immersion of 
the experience. In future VR software versions, tackling 
these shortcomings is expected to increase the immer-
sion of the simulation. In general, VR software and hard-
ware have undergone significant improvements in recent 
years. To reach a nearly perfect immersive experience 
as it is in real life simulations there needs to be further 
developments fulfilled.

Furthermore, VR technology in general currently has 
certain drawbacks that need to be overcome to create 
an experience that is almost indistinguishable from the 
real world. For example, the fixed focal distance, which 
makes it impossible to focus on close range due to the 
optical illusion created by the VR headset (“Vergence-
Accommodation Conflict”, VAC) is something that can 
hinder an immersive experience [50]. More impor-
tantly, most current VR applications are focused on 
visual experiences, neglecting other components of a 
real-world multisensory perception. Future technical 
development may be able to integrate the users´ bod-
ies into the VR environment, to increase presence and 
embodiment further.

The Valve Index VR system used here has the capa-
bility to estimate the users´ finger orientation with the 
individual digits being either extended or closed. The 
emergence of finger tracking technology [47, 48] for 
the consumer market may render this technique obso-
lete and offer newfound opportunities for interacting 

with the VR scenario. Alternatively, haptic gloves, 
which simulate hapto-tactile feedback whenever users 
interact with objects in the digital world, may further 
enhance the feeling of presence [49]. Even though 
optics and acoustics already work at a very high level, 
there is currently no commercial hardware that relies 
on olfactory stimuli. These are particularly relevant in 
a medical context [50] and can have a significant influ-
ence on behavior, as Birnbach et. al. could show [51].

To sum up, a high level of immersion comparable to 
the real world cannot be achieved with the currently 
available commercial hardware and the development 
possibilities of non-big players. However, the (rapid) 
development of new hardware and software in the 
VR sector [51] provides a promising outlook, which 
means that significant improvements in this area can be 
expected in the near future.

Differences in primary and secondary learning objectives
To our knowledge, our study is the first to gather empiri-
cal data comparing primary and secondary learning 
objectives in a VR-based simulation in medical education. 
Our results showed a huge difference in the execution of 
medical routines between the two simulated environ-
ments. The fact that almost all students in the actor-
based simulation exerted the expected behavior shows 
that the  students are generally able to adhere to these 
basic behaviors to a very high degree without further 
prompting at this stage of their training. Thus, the lack of 
execution of medical routines in the VR group does not 
seem to be related to a lack of knowledge or competence. 
We propose that elements of the simulated environment, 
notably immersion and missing multisensory experi-
ence, in combination with the content of the medical 
routines may account for the observed results. One could 

Fig. 5  This figure shows the difference in the Immersion obtained through the RJPQ between the VR-based course (light grey) and the actor-based 
course (dark grey); mean ± SE; n = 90 (VR) and n = 66 (actor). ***p < 0.001, scale adapted for better visualization
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expect that olfactory input (e.g. odour of perspiration or 
wounds) would increase the proportion of students wear-
ing gloves in the VR-based simulation. At the same time, 
feeling human presence in front of the examination room 
and ambient noises would likely lead to a higher pro-
portion of students closing the door of the examination 
room. These hypotheses should be examined in future 
studies and with the technological advances yet to come.

In summary, it was found that a moderate level of 
immersion is generally sufficient for training primary 
skills. However, current VR applications do not appear 
to fully support the training of secondary skills, such 
as the correct use of personal protective equipment or 

the appropriate performance of hand hygiene. For such 
skills, actor-based simulated patient training appears to 
be more appropriate.

Performance as immersion indicator
We aimed to clarify if we can use medical routines as 
an alternative and indirect assessment that does not 
suffer from the shortcomings of questionnaire data. 
This is supported by our data, which show that medical 
routines are able to differentiate better between the two 
simulated environments (VR-based/actor-based) than 
questionnaire data.

Fig. 6  This figure shows the difference in the routine execution frequency between the VR-based course (light grey) and the actor-based course 
(dark grey). (n=85 (VR) and n=30 (actor)). ***p < 0.001

Table 2  Statistical comparisons in immersion and routine execution between the two groups

The statistical comparisons of routine execution refer to the general routine execution (independent of the specific point in time)

Variable M (SD) / H
VR group

M (SD) / H Actor-based 
group

Statistical test Test statistic p value

RJPQ
  Attention / absorption 5.76 (1.95) 6.46 (1.77) t-test t = −2.31 0.02

  Int. / ext. correspondence 5.27 (1.70) 6.11 (1.58) t-test t = −6.23  < 0.001

  Reality judgement 4.82 (2.01) 6.76 (1.79) t-test t = −3.13 0.002

Routine execution
  Door closed 13 / 85 30 / 30 χ2—test χ2[1, N = 115] = 64.4  < 0.001

  Used medical gloves 42 / 85 29 / 30 χ2—test χ2[1, N = 115] = 18.2  < 0.001

  Used hand disinfection 18 / 85 28 / 30 χ2—test χ2[1, N = 115] = 45.1  < 0.001
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This makes the assessment of the execution of medi-
cal routines an interesting and time-saving alterna-
tive for measuring immersion in medical simulations. 
Our findings indicate the potential for such an indi-
rect measure to more effectively distinguish between 
non-immersive and immersive simulations. From a 
methodological perspective, a multi method approach 
of assessing a construct is always preferred over a sin-
gle measurement method. However, it is necessary to 
examine whether the differences in the execution of 
medical routines in other applications are also a meas-
ure of immersion in the simulated environment, or 
whether other factors cause these differences. Further-
more, it would be interesting to investigate if the results 
could be replicated in other domains with other rou-
tines apart from the medical context.

Limitations
In our study we identified learning objectives as an 
indirect measurement of immersion. These two items 
are related, because we would expect that an immersive 
environment leads to better learning of both primary 
and secondary objectives. The extent to which the two 
items are related and which other variables play a role 
here would have to be investigated in further studies.

Furthermore, we already claimed that the two simula-
tions differ in certain main aspects (e.g., course time-
line, time in the simulated environment, specific topic), 
therefore we have to interpret the results with caution. 
Regarding the execution of medical routines, we cannot 
rule out that the instructions of the lecturers differed, 
because both lectures were part of the curriculum and 
thus not a fully controlled experimental design.

To compare the two environments, we used a ques-
tionnaire originally designed for computer-based simu-
lations (RJPQ) and used it with minor adjustments for 
the actor-based simulation. It would have been better 
to use a measure that is validated for both types of sim-
ulations, but to our knowledge such a measure does not 
exist yet. It must also be considered that the purchase 
and development of VR software incurs high costs, par-
ticularly in the short term. These can pay off in the long 
term if the hardware is well utilised and actor salaries 
are saved.

Because we studied medical students, we cannot read-
ily generalize our results to other medical professions 
with different socio-demographic characteristics. It 
would be interesting to see if the obtained results would 
be replicated using e.g., future nurses or experienced 
physicians.

Conclusion
To summarize, it can be said that VR can be a helpful 
addition for medical education in the future. Special-
ized software for HMD-based immersive VR can be 
used to train learning objectives that could previously 
only be presented theoretically or inadequately (com-
plex emergency scenarios, rare illnesses, potentially 
dangerous situations etc.). These learning objectives 
also appear to be well addressable with a medium level 
of immersion. For this purpose, it is very important to 
select the field of application specifically in order to 
achieve added value compared to conventional meth-
ods (e.g. simulation patients, manikins etc.) using the 
technology. In contrast to this are secondary learning 
objectives such as basic hand hygiene activities and the 
protection of the patient’s personal integrity. A much 
higher level of immersion seems to be necessary here, 
which is not achieved with currently used methods in 
VR simulation.

The measurement of these secondary/basic skills iden-
tified here also appears to be a good instrument for using 
a further objective measurement tool in addition to the 
established subjective questionnaires, which specifically 
reflects the suitability for train deeper learning objectives.

This knowledge can be used to plan courses in a tar-
geted manner and expand the training of students in the 
best possible way.
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