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Abstract 

Background  The chatbot application Bennie and the Chats was introduced due to the outbreak of COVID-19, 
which is aimed to provide substitution for teaching conventional clinical history-taking skills. It was implemented 
with DialogFlow with preset responses, which consists of a large constraint on responding to different conversations. 
The rapid advancement of artificial intelligence, such as the recent introduction of ChatGPT, offers innovative con-
versational experiences with computer-generated responses. It provides an idea to develop the second generation 
of Bennie and the Chats. As the epidemic slows, it can become an assisting tool for students as additional exercise. In 
this work, we present the second generation of Bennie and the Chats with ChatGPT, which provides room for flexible 
and expandable improvement.

Methods  The objective of this research is to examine the influence of the newly proposed chatbot on learning 
efficacy and experiences in bedside teaching, and its potential contributions to international teaching collaboration. 
This study employs a mixed-method design that incorporates both quantitative and qualitative approaches. From 
the quantitative approach, we launched the world’s first cross-territory virtual bedside teaching with our proposed 
application and conducted a survey between the University of Hong Kong (HKU) and the National University of Sin-
gapore (NUS). Descriptive statistics and Spearman’s Correlation were applied for data analysis. From the qualitative 
approach, a comparative analysis was conducted between the two versions of the chatbot. And, we discuss the inter-
relationship between the quantitative and qualitative results.

Results  For the quantitative result, we collected a questionnaire from 45 students about the evaluation of virtual 
bedside teaching between territories. Over 75% of the students agreed that teaching can enhance learning effective-
ness and experience. Moreover, by exchanging patients cases, 82.2% of students agreed that it helps to gain more 
experiences with diseases that may not be prevalent in their own locality. For the qualitative result, the new chatbot 
provides better usability and flexibility.

Conclusion  Virtual bedside teaching with chatbots has revolutionized conventional bedside teaching by its advan-
tages and allowing international collaborations. We believe that the training of history taking skills by chatbot will be 
a feasible supplementary teaching tool to conventional bedside teaching.
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Introduction
Artificial intelligence (AI) has emerged as a trans-
formative technology with the potential to revolution-
ize various sectors, including healthcare. In the field 
of medical education, AI has gained significant atten-
tion for its potential to enhance clinical reasoning skills 
among healthcare professionals in research such as [1, 
2]. Clinical reasoning, which involves the ability to ana-
lyze patient data, make accurate diagnoses, and develop 
appropriate treatment plans, is a critical competency for 
healthcare practitioners [3–5].

Traditionally, clinical reasoning education has relied 
heavily on academic teaching methods, such as lec-
tures and case discussions. While these approaches pro-
vide valuable theoretical knowledge, they often lack the 
dynamic and interactive elements necessary for effective 
learning and skill development [5, 6]. This is where AI 
comes into play, offering innovative solutions to bridge 
this gap.

On the other hand, there was a significant change in 
traditional classroom learning due to the outbreak of 
COVID-19 [7–13]. To curb the spread of the disease, 
many countries have implemented stringent lockdown 
measures, and educational institutions worldwide have 
transitioned to online teaching and learning methods by 
using telecommunication software such as Zoom, Micro-
soft Teams, and Google Classroom [14, 15]. Although 
the pandemic has posed challenges for in-person class-
room instruction, it has also presented unique prospects 
for online education [16]. Educators can reach a greater 
number of students, regardless of time or location. Under 
this unexpected teaching scenario, Co et  al. [17] pro-
posed the first medical history-taking training chatbot 
Bennie and the Chats, but it cannot handle responses 
from students flexibly. Moreover, the chatbot requires a 
complicated data and conversation flow management, 
and thus a high maintenance cost. And, it does not sup-
port different languages. It is also not able to handle com-
plicated questions or sentences, strange responses will be 
given if such scenarios are given. Therefore, the learning 
experience from the simulated conversation is not satis-
fying, after the period of COVID pandemic. It becomes 
one of the motivation of our work.

Moreover, the increasing mobility of people through 
tourism and migration has contributed to the globali-
zation of diseases [18]. As a result, local doctors may 
encounter non-localized diseases that were previously 
uncommon in their regions. This presents a challenge 
in medical curricula where the exposure to non-local 
diseases is not always common for students. Tradi-
tionally, medical curricula have focused on prevalent 
diseases and conditions within the local population to 
provide students with the necessary knowledge and 

skills to address the health needs of their communities. 
However, with the changing landscape of global health, 
it becomes essential to prepare future doctors to diag-
nose and manage diseases that transcend geographical 
boundaries [19–21].

It then comes to a question: Is it possible to improve 
Bennie and the Chats by (1) achieving a more com-
pleted chatbot and gain more benefits for our students? 
(2) expanding the exposure of students by collabora-
tion between medical schools around the world? The 
answer to this question is affirmative, but it neces-
sitates tailored designs and approaches specific to a 
supplementation with normal teaching. Recently, the 
development of AI and large language models (LLM) 
have brought convenient power to our lives. LLM lev-
erages deep learning techniques to understand and 
generate human-like text. Generative pre-training 
transformer (GPT) [22] and Bidirectional Encoder 
Representations from Transformers (BERT) [23] are 
two main categories of LLM. The choice between them 
depends on the specific requirements of the task at 
hand. GPT may be preferred when generating coher-
ent and contextually relevant text is crucial, while 
BERT may be more suitable for tasks that require fine-
grained language understanding and accurate repre-
sentations of context. Moreover, existing research such 
as [24–26] works on the application of ChatGPT [27] 
in teaching.

Therefore, in this work, we present the improved ver-
sion of Bennie and the Chats with ChatGPT. The objec-
tive of this research is to examine the influence of the 
newly proposed chatbot on learning efficacy and expe-
riences in bedside teaching, and its potential contribu-
tions to international teaching collaboration. We will 
study the learning effectiveness and the learning expe-
rience of the chatbot from the quantitative approach; 
and to compare the two generations of the chatbot from 
the qualitative approach. After presenting the findings 
separately, we discuss among how they interrelate and 
contribute to our research aim.

In the following subsections, we will first introduce 
the related background information.

Background
This study aims to examine the potential of incorpo-
rating online AI teaching into the domain of clinical 
clerking to enhance students’ learning experiences. By 
exploring the efficacy of online and on-demand AI-
based instruction as a robust supplement to traditional 
classroom teaching, it has the potential to mitigate the 
learning challenges arising from a scarcity of qualified 
educators in numerous countries.
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Studies on online learning
Several studies have examined the efficacy of online edu-
cation using learning management systems and massive 
open online courses (MOOCs) [28–31]. The dispari-
ties between online and offline learning environments 
present challenges when attempting to directly apply 
theories, research findings, and insights derived from 
prior studies on traditional offline learning and tutoring. 
Online learning platforms generally provide a more open 
and relaxed learning environment. This increases oppor-
tunities for passive learning, which is very common in 
Asian cultures [32].

The utilization of online and on-demand human tutor-
ing establishes an interactive and authentic learning envi-
ronment that can effectively engage students and elevate 
their educational journey [33]. The majority of previous 
research on traditional teaching methods and dialog-
based instruction [33–36] has predominantly centered 
around in-person interactions, frequently adhering to 
rigidly defined study protocols. Furthermore, the pro-
found transformation of traditional classroom learning 
resulting from the COVID-19 outbreak has driven the 
advancement and adoption of online learning modalities, 
such as [7–13].

Online learning for medical education
In response to the COVID-19 pandemic, online learn-
ing has been implemented as a substitute for face-to-face 
instruction, particularly during periods of lockdown. 
Medical students were prohibited from accessing hospi-
tal facilities during the outbreak, leading to the substitu-
tion of in-person lectures with pre-recorded videos and 
live demonstrations in place of practical clinical skills 
training [37, 38]. Nonetheless, online learning is inad-
equate for replacing clinical bedside teaching activi-
ties, such as patient history taking. Before the onset of 
the pandemic, medical students acquired and honed 
their skills in clinical history taking by directly engaging 
with patients in hospital wards or clinics. However, the 
COVID-19 pandemic has prompted the exploration of 
alternative approaches to facilitate clinical history clerk-
ing for medical students when in-person clinical instruc-
tion is prohibited [39, 40].

Using AI for learning
Researchers have also utilized AI techniques to analyze 
student discourse, offering valuable feedback to both 
learners and educators. Depending on the learning envi-
ronment, whether offline or online, different method-
ologies have been employed by scholars. In particular, 
chatbot-based learning has been proven useful in many 
studies. For offline learning scenarios, AI chatbots have 

been implemented to assist students across diverse sub-
jects such as English [41], Chinese [42], engineering [43], 
clinical chemistry laboratory [44], and computer science 
[45, 46]. Long Short-Term Memory (LSTM) models have 
been employed to identify instances of communication 
breakdown between students and chatbots within class-
room settings [47]. Additionally, Convolutional Neural 
Network (CNN)-based models have been suggested as a 
means to automatically discern the semantic content of 
student dialogue in subjects such as mathematics, sci-
ence, and physics [48].

The advancement of artificial intelligence (AI) tech-
niques has sparked significant discussions among the 
topic of medical education [1, 49–52]. Notably, one area 
of interest is how AI can assist students in enhancing 
learning efficiency, such as through the analysis of course 
evaluation comments [2], its application in assessments 
[53], and its influence on curricula in both undergraduate 
and postgraduate studies [13, 49, 52, 54, 55].

Research by [56] emphasizes the role of AI in clinical 
practice, where it can be utilized for disease diagnosis, 
the formulation of personalized treatment plans, and 
support in clinical decision-making processes. Studies 
such as [57, 58] have investigated the performance of 
ChatGPT in medical examinations, assessing its poten-
tial as a study tool in public health education. Although 
ChatGPT did not pass all examinations, the findings sug-
gest a promising potential for LLMs in this context.

Furthermore, research has focused on specific appli-
cations within distinct areas, such as training in motiva-
tional interviewing [59], automated essay scoring [54], 
generating illness scripts for educational purposes [60], 
and offering educational consultancy [26], all of which 
have yielded positive outcomes.

In addition, ongoing research and discussions such as 
[61–69] surrounding ethical issues in education are cru-
cial for ensuring the positive development of AI or Chat-
GPT applications in medical training.

Background of ChatGPT
Pre-trained language models (PLMs) [70, 71] have 
emerged as a fundamental component within the realm 
of Natural Language Processing (NLP), facilitating the 
transfer of knowledge from extensive unsupervised tasks 
to specific supervised tasks. The training process for 
PLMs typically consists of two stages.

The initial stage, known as pre-training, entails train-
ing a language model using an extensive corpus of textual 
data. During this phase, the model acquires the ability 
to predict the subsequent word in a sentence or fill in 
masked words, thereby necessitating an understanding 
of syntax, semantics, and contextual knowledge. Ope-
nAI’s GPT [22] is an example of a PLM that employs the 
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Transformer architecture and adheres to an autoregres-
sive, unidirectional methodology by predicting the sub-
sequent word in a sentence. This characteristic endows 
GPT with the capacity to generate coherent and con-
textually appropriate text, rendering it highly effective 
for tasks involving text generation. Having been trained 
on a diverse assortment of internet text, GPT models 
have undergone several iterations, with each subse-
quent version, from GPT-1 [22] to GPT-4 [72], enhanc-
ing the model’s capabilities in text generation through an 
increased number of parameters.

The subsequent phase in PLM training involves fine-
tuning, wherein the pre-trained model is adapted to a 
specific task using task-specific datasets. This stage typi-
cally entails supervised learning on a smaller annotated 
dataset and the adjustment of pre-trained model param-
eters to optimize performance for the given task. PLMs 
have been successfully applied in various NLP tasks, 
including sentiment analysis, machine translation, and 
question-answering.

One notable addition to the repertoire of pre-trained 
large language models developed by OpenAI is ChatGPT. 
Since its release in 2022, ChatGPT has garnered sig-
nificant attention, attracting over 1 million users within 
a mere five days. In contrast to prior language models 
such as GPT-1 [22], GPT-2 [73], GPT-3 [74], and GPT-4 
[72] which may generate misleading or harmful con-
tent, ChatGPT employs the reinforcement learning from 
human feedback (RLHF) [75–77] approach. This method 
modifies the training objective from predicting the next 
token to safely following human instructions, thereby 
enabling the generation of human-like responses to user 
queries. Consequently, ChatGPT has proven to be a pow-
erful tool with diverse applications, including composing 
poetry, providing commentary on news articles, and lan-
guage editing.

In the field of education, ChatGPT exhibits significant 
potential in facilitating learning. For instance, users have 
explored its utilization in language learning for tasks 
such as language translation and writing feedback [24], 
as well as in programming education for tasks like code 
interpretation and debugging [25]. The implications of 
using ChatGPT in science education and journalism and 
media education are discussed in [78, 79], respectively. 
However, given the relative novelty of ChatGPT, there is 
a limited amount of research investigating its efficacy in 
educational settings.

Method and material
Research subjects
This study was approved by the Institutional Review 
Board of the University of Hong Kong/Hospital Author-
ity Hong Kong West Cluster (HKU/HA HKW IRB). A 

total 70 students and 13 patients participated in the vir-
tual bedside teaching. Written informed consent was 
obtained from all the participants. The questionnaires 
(supplementary file) for students were anonymized, and 
patients were free to opt out of participation in the study.

This study aims to examine the potential of incorporat-
ing online AI teaching into the domain of clinical clerking 
to enhance students’ learning experiences, and the poten-
tial of collaboration between medical schools around the 
world. During this study, the University of Hong Kong 
(HKU) and the National University of Singapore (NUS) 
have co-hosted the world’s first cross-territory virtual 
bedside teaching in October 2023. HKU and NUS pro-
vide one case of a local patient, respectively.

Tools
In this paper, we design and implement the improved 
version of Bennie and the Chats1, which is a chat-
bot mobile/web app for undergraduate students, and 
aimed to enhance the effectiveness of the training of 
clinical history-taking skills. The teacher (the admin-
istrator) will first provide data to create multiple vir-
tual patients with different diseases. The students (the 
users) will act as physicians and will talk to these vir-
tual patients (acted by ChatGPT). In this section, we 
describe the information of the application. Figure  1 
shows the hierarchy overview. In general, the web 
server stores the processed clinical data and handles 
the requests (including the chat interaction and data 
retrieval) from the users. Moreover, it forwards the 
chat content to the API of ChatGPT and returns the 
responses from ChatGPT to the users. The interac-
tion between the user and ChatGPT is independent of 
other users.

Abilities of roles
We first define the abilities of each role. In our applica-
tion, the users are able to chat with pre-trained ChatGPT. 
Moreover, the administrators are able to (1) add new 
records, (2) read, modify, or delete existing records, and 
(3) use the app under the view of users. Figure 2 shows 
the flow of the application among different roles.

Manipulation on existing medical history records
We illustrate the manipulation of existing medical history 
records for the chatbot application. We also provide the 
details of the manipulation.

Before the launch of the application, a dataset of medi-
cal history records is required. However, medical data 
are sensitive and personal, we have to hide the personal 

1  All the patients in the chatbot called Bennie.
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information to protect the privacy of the patients. Dur-
ing the data processing stage, we try to keep the infor-
mation and details original (including the gender, 
age, diagnosis, etc.), but hide the names of the related 
patients. We replace all the names of the patients as Ben-
nie and store the records in the server in JSON format. 
Moreover, the data includes the corresponding medi-
cal division, ward, and a prompt to the ChatGPT. The 
prompt will be discussed in Prompts  section. Figure  3 
shows an example of a record.

Next, the UI design is significant to provide a better 
teaching or learning experience. To achieve this, we pro-
vide a classification among medical divisions and wards, 
as in a real hospital. As shown in Fig. 2, if students want 
to practice clinical history-taking skills, they can select 
divisions and the corresponding wards. They help stu-
dents to know which specialist they are playing. After 
that, on the case selection page, the records are shown 
with the patient’s name, age, and gender. Figures 4 and 5 
illustrate the interface.

Fig. 1  The hierarchy overview of the application

Fig. 2  The structure overview of the application
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Prompts
After the manipulation and classification of the medi-
cal records, they can be translated to prompts. In the 
prompts, we provide instructions with medical records to 
the ChatGPT. The core idea is to instruct the ChatGPT to 
launch a role-playing game between the physician (users) 
and the patients (ChatGPT). The process is similar to 
writing a screenplay for an actor.

An example of the prompt is illustrated below. The 
design of the prompt controls the responses from the 
ChatGPT. To act like a patient, we provide all the clini-
cal history of the selected patient in the prompt. The 
prompts are different for different patients.

After getting a prompt, we still need to add some stand-
ard prefixes and suffixes to the prompt. We show them 
altogether with the example. The prefix is set to control 

the ChatGPT the response which should be under the 
consideration of role-playing. Moreover, we limit the 
ChatGPT not to responding to anything related to the AI 
in the suffix. The prefix, the prompt, and the suffix will be 
concatenate and sent to ChatGPT if a student chooses to 
talk to the particular patient.

We illustrate an example of the prompt of one virtual 
patient. The prefix, the main body, and the suffix should 
be concatenated as one message to instruct the ChatGPT. 
Note that the information in the example below is drafted 
as a designed patient, which is independent to any exist-
ing patient.

Prefix.  Now I want you to pretend to be a patient. 
I will ask you questions as your doctor. You have 
to answer according to the following background 
information.

Fig. 3  An example of a JSON data entry. We hide the details of the prompt

Fig. 4  The login page (left), the homepage of administrators (center) and users (right)
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Main body of the prompt with information of a vir-
tual patient.  You are Mrs. Bennie Lam, aged 65, 
female. You are a retired civil servant. You have had 
a right breast lump for 6 months and the lump has 
been enlarging in size. You have some on-and-off right 
breast pain. You have menarche at 16 years old and 
menopause at 50 years old. You have 2 sons. You have 
used hormonal replacement for 3 years, to relieve 
anxiety and sweating symptoms during menopause. 
The last breast imaging, mammogram, and ultra-
sound were taken 2 years ago by a private doctor, and 
you were told to be normal. You have known person-
ality disorder and paranoia, follow-up by a private 
psychiatrist. You have diabetes mellitus on dietary 
control. Otherwise good health. Your mother has 
breast cancer at the age of 50. Your elder sister has 
ovarian cancer at the age of 45. You are living with 
your husband in private housing. You have no known 
drug history. You do not drink and you do not smoke.

Suffix.  For any other questions irrelevant to the 
above items, reply “No". Do not disclose that you are 
an AI language model and behave like a patient. The 
first question from the doctor is “[[user input]]".

Implementation
The chatbot application was developed in July 2023 with 
13 virtual patients. The application implements algo-
rithms among the clinical history data, the communica-
tion with ChatGPT, and the interaction with the users. 

We adopt the ChatGPT from Azure OpenAI [80] with 
model “gpt-35-turbo”2. To maintain a certain degree of 
the probabilistic style of the responses, we set the param-
eters in ChatGPT as:

•	 temperature: 0.15;
•	 top-p: 0.95.

In our chatbot application, our objective is to create a 
conversational experience that closely simulates human 
speech while adhering closely to the information pro-
vided in the prompt, particularly the patient’s details. To 
achieve this, we have carefully selected specific param-
eters for our model. According to the ChatGPT docu-
mentation [81], we have chosen to adjust the temperature 
value to a lower setting, allowing for increased consist-
ency in the generated sentences. Additionally, we have 
opted for a higher top-p value, which encourages the 
model to consider a larger pool of possible words during 
text generation. By doing so, we aim to enhance the chat-
bot’s ability to incorporate a broader array of vocabulary, 
resulting in responses that better align with the complex-
ity and richness of human language.

In addition, we implemented the server program with 
the Express framework [82] for Node.js. We host a server 
program in an Azure Standard B2s x64 virtual machine 

Fig. 5  (From left to right) The pages of selection among divisions, wards, cases, and the chatroom

2  We choose ChatGPT-3.5 Turbo instead of ChatGPT-4 because the price 
of ChatGPT-3.5 Turbo is 20 times cheaper, and ChatGPT-3.5 Turbo already 
gives a satisfactory performance.
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with 2 vcpu and 4GB RAM, under the Linux OS. More-
over, the user application is implemented with Flut-
ter [83]. Hence, it can be run on both iOS and Android 
devices. Note that we did not work on the storage on 
student records and conversation records during the 
bedside teaching, it will be discussed on Further devel-
opment  section for further development. To eliminate 
inappropriate languages, we adopt the Profanity Filter 
package [84] which utilizes the List of Dirty Naughty 
Obscene and Otherwise Bad Words [85]. To provide a 
better application, we also provide some extra function-
alities during the implementation.

Setting of personalities.  In reality, physicians may 
encounter patients with different personalities. To train 
the student to be professional while handling patients, 
and minimize the influences from their personalities, we 
try to control the personality of the ChatGPT in the role-
playing game. In our current implementation, we provide 
four personalities: grumpy, polite, rude, and talkative. 
The personality is implemented by adding the following 
sentence to the suffix.

You talk as a grumpy/polite/rude/talkative/(person-
ality) person. 

More personalities can be easily added. Furthermore, to 
provide different experiences, the server randomly selects 
the personalities each time the user selects a case and 
gets into the chatroom. Figures 6 and 7 illustrates some 
examples of responses with different personalities.

Elimination among inappropriate usages.  Any inap-
propriate usages of the application leads to unexpected 
performances from the ChatGPT. One of the situations 
we considered is the use of inappropriate language. If an 
user sends a message with inappropriate language such as 
profanity, it will reply politely. However, the reply from 
the ChatGPT may confuse the role of the role-playing, 
such as it replies as a physician. And, if the user resumes 
in normal conversation, it may reply with some unex-
pected sentences such as disclosing itself is a AI language 
model. We provide an example in Fig. 8. In the figure, we 
hide the messages with profanity. It is observed that the 

Fig. 6  Examples of responses from ChatGPT under different personalities: (from left to right) polite, rude
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role of ChatGPT is confused and it discloses itself as a 
AI language model, after receiving profanity. To prevent 
these cases, we adopt the Profanity Filter package [84] in 
the user-side application, which utilizes the List of Dirty 
Naughty Obscene and Otherwise Bad Words [85] to ban 
a set of inappropriate words. However, some words are 
banned but related to the medical issues (e.g., penis, 
vagina, anal, nipple). We further create a list of exclusion 
from the banned list.

Naming of wards.  To make our application work 
closer to reality, we provide a ward naming activity in 
the application. Users, including administrators and 
students, are legit to rename the ward if they donate a 
certain amount of money to a charity organization. The 
activity is voluntary and provides a more fun learning 
environment.

Ethical safeguard
In order to provide ethical safeguards among the study 
process, we applied the procedures as follows.

First, we consider the privacy protection of patients. In 
order to hide the identity of the patients, we performed 
data de-identification by replacing all the names of the 
patients as Bennie as aforementioned. Hiding patient 
names can play a crucial role in protecting patient pri-
vacy within healthcare systems. Privacy is a fundamen-
tal right that individuals should be able to exercise when 
seeking medical care. By removing patient names from 
the datasets, patients can remain anonymous, making it 
much more challenging for unauthorized individuals to 
identify specific patients. This anonymity reduces the risk 
of potential data breaches or the inadvertent disclosure 
of personal health information. Ensuring the de-iden-
tification and anonymization of patient data is crucial 
to protect privacy and comply with regulations such 
as the Health Insurance Portability and Accountability 
Act (HIPAA) [86, 87] or the General Data Protection 

Fig. 7  Examples of responses from ChatGPT under different personalities: (from left to right) talkative, grumpy
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Regulation (GDPR) [88]. We will discuss on more ethical 
issues in Discussion section.

Second, during the bedside teaching, students can only 
receive processed information from the conversation. 
Only authorized individuals, such as professors and tech-
nical administrative, should have access to original data 
of the patient.

Finally, we consider the privacy protection of students. 
During the bedside teaching (details will be introduced 
in Procedure and questionnaire  section), we provide 
one general account to all students, such that no student 
records will be recorded. Moreover, we provided guide-
lines to students not to provide personal information 
during the conversation with the virtual patients.

Procedure and questionnaire
Before using the chatbot, students can access a user guide 
video in the app to understand how to use the app3. Then, 
the students are given access to the student page of the 
chatbot, and they are asked to work around with the 
virtual patients. After that, all 70 students are invited to 
join the online symposium and had a group discussion 
on patient management. Finally, online questionnaires 
(supplementary file) were collected to evaluate students’ 

feedback on the joint-university virtual surgical bedside 
teaching.

We designed the questionnaire for students to express 
their view on the chatbot. In our questionnaire, students 
were invited to rate the chatbot system based on the 
efficacy of learning and overall learning experience in a 
Likert scale of 0–10. Moreover, they were asked for the 
perspectives regarding the influence of engaging with 
peers from a different university on their learning out-
comes and insights. Please refer to the supplementary file 
for the complete questionnaire.

Results
In this section, we report the result of the survey and 
we present our protocol (the app) with the comparison 
between the previous version.

We present the results separately in both quantitative 
approach in Quantitative results  section and qualitative 
approach in Qualitative results section. For the quantita-
tive approach, we present the statistical findings from the 
questionnaire returned by the students with descriptive 
statistics and Spearman’s correlation. For the qualitative 
approach, we present the comparison between the initial 
version of the chatbot [17] and the new proposed version. 
After presenting the findings separately, we discuss them 
in Discussion  section, highlighting how they interrelate 
and contribute to our research aim.

Fig. 8  The examples of unexpected behaviour from ChatGPT after receiving inappropriate language in the conversation

3  https://​www.​youtu​be.​com/​watch?v=​IXksR​Hi3mW4

https://www.youtube.com/watch?v=IXksRHi3mW4
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Quantitative results
Seventy students participated in the virtual bedside 
teaching. All 70 students joined the online symposium 
and had a group discussion on patient management. 45 
students returned the questionnaire, 24 (53.3%) of them 
are students from HKU, and 21 (46.7%) of them are stu-
dents from NUS. There were 26 female (57.8%) and 16 
male (35.6%) students, and 3 (6.7%) students did not pre-
fer to disclose their gender. The distribution of respond-
ents among different academic years is as follows: 23 
(51.1%) students from HKU Year 6, 19 (42.2%) students 

from NUS Year 5, 2 (4.4%) students from NUS Year 3, 
and 1 (2.2%) student from HKU Year 1. We summarize 
the baseline demographic data in Table 1.

Overall evaluation
We illustrate the overall results with statistical analysis in 
the followings. The frequency distributions of each evalu-
ation area in the questionnaire are shown in Table 2 and 
Fig.  9. Moreover, we analyzed the data in Table  3 with 
descriptive statistics. We describe the legends and the 
rating in the followings:

Table 1  Baseline demographic data of students

The percentages accompanying the values under “% (Col)" and “% (Row)" represent the distribution of values within the same column (across a single institution) and 
within the same row (across attributes), respectively

HKU NUS Total

Value % (Col) % (Row) Value % (Col) % (Row) Value % (Col) % (Row)

Number of Students 24 - 53.3% 21 - 46.7% 45 - 100% 

Male Gender 9 37.5% 56.3% 7 33.3% 43.8% 16 35.6% 100%

Female Gender 13 54.2% 50.0% 13 61.9% 50.0% 26 57.8% 100%

Prefer Not to Say 2 8.3% 66.7% 1 4.8% 33.3% 3 6.7% 100% 

Year 1 1 4.2% 100% 0 0.0% 0.0% 1 2.2% 100%

Year 3 0 0.0% 0.0% 2 9.5% 100% 2 4.4% 100%

Year 5 0 0.0% 0.0% 19 90.5% 100% 19 42.2% 100%

Year 6 23 95.8% 100% 0 0.0% 0.0% 23 51.1% 100%

Table 2  Data collected from the questionnaire (overall ratings)

Rating (11-point Likert scale) Total

0 1 2 3 4 5 6 7 8 9 10

Efficacy 1 (2.2%) 0 (0%) 1 (2.2%) 1 (2.2%) 1 (2.2%) 4 (8.9%) 3 (6.7%) 13 (28.9%) 7 (15.6%) 1 (2.2%) 13 (28.9%) 45 (100%)

Experience 1 (2.2%) 0 (0%) 0 (0%) 1 (2.2%) 2 (4.4%) 5 (11.1%) 3 (6.7%) 9 (20.0%) 9 (20.0%) 1 (2.2%) 14 (31.1%) 45 (100%)

Oversea 1 (2.2%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 3 (6.7%) 4 (8.9%) 11 (24.4%) 6 (13.3%) 4 (8.9%) 16 (35.6%) 45 (100%)

Fig. 9  Frequency distribution of the overall ratings
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•	 The legend “Efficacy" in our study represents the 
opinion among the intervention has on learning 
effectiveness or efficiency with the chatbot. (0 = Very 
poor; 10 = Very good)

•	 The legend “Experience" represents the rating of the 
overall learning experience with the chatbot. (0 = 
Very poor; 10 = Very good)

•	 The legend “Oversea" represents the rating of 
respondents’ perspectives regarding the influence of 
engaging with peers from a different university on 
their learning outcomes and insights. (0 = Strongly 
disagree ; 10 = Strongly agree)

Students’ feedback on clinical history taking from the 
new chatbot system were generally positive. The median 
Likert scores of the legends “Efficacy", “Experience", and 
“Oversea" were 7 (Range 0–10), 8 (Range 0–10), and 8 
(Range 0–10), respectively. The mode of the Likert scores 
for the categories are as follows: “Efficacy" has scores of 
7 and 10, while both “Experience" and “Oversea" have 
a score of 10. The mean Likert scores for these catego-
ries are 7.4 for “Efficacy", 7.51 for “Experience", and 8 for 
“Oversea".

Most students strongly agreed that this joint univer-
sity virtual bedside teaching was effective in delivering 
knowledge and stimulating thinking and learning. The 
response with rating of 7 or above are considered as satis-
faction or agreement. Among the response, 75.6% of stu-
dents expressed satisfaction with the facilitation’s impact 
on learning efficacy. And, 73.3% of students expressed 
satisfaction with the facilitation’s impact on learning 
experience. Moreover, a significant majority (82.2%) of 
students expressed agreement on the influence of engag-
ing with peers from a different university on their learn-
ing outcomes and insights. All students treasured the 
opportunities to learn from their peers internationally.

Analysis on the ratings of learning efficacy and experience
In Tables  2 and 3, as well as in Fig.  9, it is evident that 
our chatbot significantly contributes to learning efficacy 
and experience. In this subsection, we explore three key 
aspects to gain a deeper understanding of the overall 
results regarding learning efficacy and experience.

Among the questionnaire returned from the 45 stu-
dents, we asked them to rate for (1) the user friendli-
ness of the chatbot, (2) the keyword / input identification 
ability, and (3) the interaction with the chatbot. We pre-
sent the responses by frequency distribution in Table  4 
and Fig. 10, and the descriptive statistics in Table 5. We 
describe the legends and the rating in the followings:

•	 The legend “User-friendliness" in our study repre-
sents the opinion among the user friendliness of 
the chatbot. (0 = Very unfriendly to use; 10 = Very 
friendly to use)

•	 The legend “Identification" represents the rating of 
the keyword / input identification ability of the chat-
bot. (0 = Very poor; 10 = Very good)

•	 The legend “Interaction" represents the rating of 
respondents’ perspectives regarding the interaction 
with the chatbot. (0 = Very poor; 10 = Very good)

In the student responses, one individual did not pro-
vide a rating for the “User-friendliness" of the chat-
bot. To address this, we categorize the response as “No 
Response" (NR) in Table 4 and Fig. 10. Furthermore, this 
response has been excluded from the calculations of 
descriptive statistics in Table  5, ensuring that the mean 
rating for “User-friendliness" is based solely on the rat-
ings from 44 students. However, we further illustrate the 
descriptive statistics in terms of brackets, indicating that 
the assumption of the “No Response" rating is zero (the 
worst rating) under the Likert scale in Table 5.

Students’ feedback on rating among the contribution 
towards the three aspects were generally positive. The 
median Likert scores of the legends “User-friendliness", 
“Identification", and “Interaction" were 7 (Range 0–10), 
7 (Range 0–10), and 7 (Range 0–10), respectively. The 
mode of the Likert scores for the categories are as fol-
lows: “User-friendliness" has scores of 7 and 10, while 
“Identification" has scores of 10 and “Interaction" have 
a score of 7. The mean Likert scores for these categories 
are 7.32 for “User-friendliness" (considering 44 students), 
6.91 for “Identification", and 6.64 for “Interaction" (con-
sidering 45 students).

To demonstrate the relationship between the ratings 
of the three aforementioned aspects and the overall rat-
ings, we present the statistical correlations using Spear-
man’s correlation in Table  6. Note that in the table, the 
correlations related to “User-friendliness" are treated in 
different approach: we only consider the existing 44 rat-
ings and show the results without brackets, and assume 
the no response rating is 0 and show the results in brack-
ets. The results indicate a strong positive relationship 
among these aspects. Additionally, we illustrate the data 

Table 3  Students’ evaluation of the chatbot system (Likert scale 
of 0–10) among overall aspects

Areas of Evaluation Range Mean Median Mode

Efficacy 0–10 7.4 7 7 and 10

Experience 0–10 7.51 8 10

Oversea 0–10 8 8 10
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in Figs. 11 and 12. Note that we keep the assumption that 
the “No Response" rating is zero under the Likert scale 
in “User-friendliness", which is considered as the worst 
rating. They related two data points are marked in red 
correspondingly.

Qualitative results
We evaluate our protocol with the original version [17], 
which is equipped with Dialogflow [89]. We elaborate 
them in Table 7 and explain in the followings.

Fig. 10  Frequency distribution of the rating on “user-friendliness", “identification", and “interaction". NR means no response

Table 5  Students’ evaluation on “user-friendliness", “identification", and “interaction" of the chatbot system (Likert scale of 0–10)

The values in brackets indicates the statistical values under the assumption that the “no response" rating is 0 under the Likert scale

Areas of Evaluation # Respondents Range Mean Median Mode

User-friendliness 44 (45) 0–10 (0–10) 7.32 (7.16) 7 (7) 7 and 10 (7 and 10)

Identification 45 0–10 6.91 7 10

Interaction 45 0–10 6.64 7 7

Table 6  Spearman’s correlation of the ratings between 
“user-friendliness", “identification", “interaction" and “efficacy", 
“experience"

Spearman’s Rho

User-friendliness Identification Interaction

Efficacy 0.775 (0.788) 0.863 0.862

Experience 0.795 (0.807) 0.890 0.834

Fig. 11  Scatter diagrams of the rating between “user-friendliness", “identification", “interaction" and “efficacy"
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System design and development.  The system design and 
development is a significant issue from the technical per-
spective. From the discussion among system development, 
it is reasonable to think that the old version of [17] requires 
a more complicated design of the system. Typical Natural 
Language Processing (NLP) protocols like Dialogflow [89] 
require a tedious implementation among the intents and 
entities. To achieve interaction, the chatbot should be able to 
ask follow-up questions. Thus, the developers are required to 
enumerate all the possible follow-up intents and questions, 
and the development work is inflexible and ineffective. The 
cost of maintenance is high and even unpredictable. How-
ever, in our version, we only require one JSON data for each 
case, as shown in Fig.  3. Therefore, our version requires a 
simpler system design and a lower maintenance cost.

Handling irreverent questions.  It is important that pro-
viding a natural conversation could enhance the sense of 
reality to students. In the previous version, if any ques-
tions cannot be caught by any intents, the responses 
from the default fallback intent4 eliminates the sense of 

participation. Our version is able to handle irrelevant 
questions. We show the comparison in Fig.  13. We use 
the Dialogflow ES Console for illustration. We can see 
that the ChatGPT can reply as a real person, but Dialog-
flow just asks “What was that?”. Therefore, our version 
works better than the previous version, which provides 
more natural responses, and requires easier implementa-
tion and maintenance.

Ability to handle complicated questions with multiple 
intents.  Our version is able to handle questions with 
multiple intents. In a real natural conversion between 
human, we may always asking questions with multiple 
subjects, and thus each question or sentence may have sev-
eral key points (the intents). According to the development 
process of Dialogflow, intents, and entities are required to 
recognize different questions. Moreover, it requires the 
corresponding responses from the developers. However, it 
cannot handle questions with multiple intents. For exam-
ple, the question “Do you drink or smoke?” is a question 
involving multiple intents (i.e., drinking habit and smoking 
habit). However, ChatGPT can handle this kind of situa-
tion and reply with appropriate responses.

Fig. 12  Scatter diagrams of the rating between “user-friendliness", “identification", “interaction" and “experience"

Table 7  Qualitative comparison

Areas of Comparison First version [17] This Work

Interface Dialogflow ChatGPT

System design and development Complicated, tedious Simpler, less tedious

System maintenance cost Higher Lower

Able to handle irreverent questions No Yes

Able to handle complicated questions No Yes

Multilingual Support Not Supported Supported

Simulate different personalities Not Supported Supported

Simulate different education level Not Supported Supported

Data maintenance by non-technical members Not Supported Supported

4  All the conversations from the user that cannot be identified by any 
intents will fall into the default fallback intent.
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Multilingual support.  With the use of ChatGPT, it can 
handle input with different languages. Although we set 
our prompts in English in the current implementation, 
we find that our application can successfully respond to 
questions in different languages (with Unicode encod-
ing). It is impossible for [17] which uses Dialogflow.

The support of multiple languages is important to 
make our application useful for teaching students 
around the world. Students can talk to the virtual 
patient using their local language (as long as it is sup-
ported by ChatGPT) instead of English only. The inter-
action between the student and the virtual patient is 
closer to the reality. We illustrate an example of a con-
versation in English and traditional Chinese with a pre-
scribed patient in Fig. 14.

One interesting example is that the spoken language 
in Hong Kong is mainly Cantonese, with occasional 
English words within a sentence. Without multilingual 
support at the same time, it is difficult to comprehend 
the conversation between a physician and a patient. We 
illustrate an example of a conversation in Cantonese 
and occasional English words with a prescribed patient 
in Fig. 15.

Personality characteristics.  We present our protocol 
with ChatGPT and the design of personality for patients. 
The personality settings bring a strong sense of presence 
to the students, and they will encounter patients with 
different personalities even if they re-do the same case 
study. However, the version of Dialogflow cannot achieve 
the personality characteristics due to the inflexibility of 
the protocol.

Education level characteristics.  In reality, patients come 
from different education levels, which may affect the 
accuracy of descriptions of their symptoms. We provide 
an illustration of examples in Fig. 16 that the prompt is 
able to control these characteristics. Similarly, the version 
of Dialogflow cannot achieve this due to the inflexibility 
of the protocol.

Data maintenance by non‑technical administrators.  As 
aforementioned, our application provides an interface 
for administrators (especially non-technical administra-
tors such as professors in medical school) to add new 
cases, and read, modify, and delete existing cases. This 
functionality provides a large extent of flexibility in the 

Fig. 13  The handling of irrelevant questions: Dialogflow (left) and ChatGPT (right)
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scalability of the application, i.e. the clinical adminis-
trators can manipulate the data at the time they want. 
Therefore, the practical cases provided to students can 
be updated easily, and prevent any consequences from 
technical maintenance such as unavailability of the appli-
cation during the maintenance. However, technical main-
tenance is required for modification of the data set in the 
version of Dialogflow in [17].

Discussion
From the results, the chatbot brings a positive applause 
and feedback about the learning experience from the 
quantitative perspective. We will discuss the implication 
for virtual bedside teaching, the limitations of case shar-
ing, the potential challenges and ethical consideration on 
integrating AI-chatbot into medical training curricula in 
the following subsections. Moreover, we proposed some 
possible further development.

Implication for virtual bedside teaching
From the quantitative result, there is a generally 
positive result among the overall ratings (“Efficacy", 

“Experience", “Oversea") in Overall evaluation  sec-
tion. We could draw two main conclusions from the 
questionnaire. (1) our proposed chatbot could enhance 
the learning efficacy and experience, and (2) the new 
teaching collaboration enhances the learning out-
comes and insights. The results of this study can be 
seen as an evidence that virtual bedside teaching with 
chatbots has revolutionized conventional bedside 
teaching by allowing international collaboration. In 
this subsection, we discuss the implication on learning 
efficacy and experience, and the international teaching 
collaboration.

Learning efficacy and experience
From the data analysis between the ratings of three 
aspects (“User-friendliness", “Identification", “Interac-
tion") and the ratings of the overall aspects (“Efficacy", 
“Experience") in Analysis on the ratings of learning effi-
cacy and experience  section, it is observed that there is 
a strong positive relationship between them. It could be 
concluded that the three aspects are three of the criteria 
to achieve better learning efficacy and experience.

Fig. 14  An example of conversation under English (left) and traditional Chinese (right) with a prescribed patient
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Relationship between the quantitative and qualitative 
results.  There are several perspectives that the abilities 
of the chatbot could qualitatively support the quantitative 
feedback. Our qualitative analysis reveals that the chat-
bot’s ability to effectively address irrelevant and complex 
questions significantly narrows the scope of conversation 
to focus solely on medical history-taking, rather than 
straying into unrelated topics. This focused interaction 
not only enhances the relevance of the dialogue but also 
significantly improves learning efficacy. Furthermore, 
in the context of bedside teaching or practical training, 
conversations typically center around questions that 
seek to clarify the patient’s situation. If the chatbot can 
adeptly manage both irrelevant and intricate inquiries, its 
responses become more accurate and human-like. This 
responsiveness is crucial, as it develops a more authentic 
learning environment and promotes deeper understand-
ing. Consequently, the chatbot’s proficiency in navigating 
complex discussions leads to a more effective educational 
experience, allowing learners to engage meaningfully 
with the material at hand. On the other hand, instead of 
presenting straightforward questions in a linear fashion, 
our new chatbot is designed to provide a more immersive 
and enriching learning experience.

Moreover, the chatbot incorporates several advanced 
features that significantly enhance the overall user expe-
rience. For instance, the ability to simulate various 

personalities adds another layer of interactivity, enabling 
users to experience different perspectives and styles. This 
can be particularly beneficial in fields such as health-
care, where experiencing and understanding diverse 
patient interactions is crucial. Additionally, the chatbot 
is equipped to adjust its responses based on different 
educational levels from the prompt, ensuring that the 
content (the dialogues from the chatbot) is tailored to 
the settings. This adaptability makes the learning experi-
ence more similar to the reality as students may interact 
to patients from different background in the future. With 
these settings, users can encounter a range of scenarios 
and responses.

In addition, the multilingual support offered by the 
chatbot can significantly enhance the learning experi-
ence for students in specific locales, such as Hong Kong, 
where Cantonese predominates, often interspersed with 
English. Our chatbot with ChatGPT is able to handle the 
sentences with Cantonese and English at the same time, 
as shown in Fig. 15. This comprehension develops more 
realistic conversations. By accommodating the linguis-
tic preferences, the chatbot not only promotes inclusiv-
ity but also builds a deeper connection to the content, 
ultimately enhancing educational outcomes. This sup-
port demonstrates the potential of the chatbot to tailor 
learning experiences to meet the unique needs of diverse 
student populations, and thus enhance learning efficacy.

Advantage of the online platform.  Furthermore, the 
implementation of a chatbot plays a pivotal role in fos-
tering an effective learning environment for bedside 
history-taking practice. Our proposed chatbot offers stu-
dents the flexibility to engage in practice sessions at any 
time and from any location. This flexibility enables learn-
ers to initiate the practice sessions according to their 
individual schedules and preferences, eliminating the 
constraints associated with traditional in-person prac-
tice sessions. By leveraging the capabilities of the chat-
bot, students gain the advantage of practicing bedside 
history-taking skills at their convenience. They are no 
longer bound by the limitations of physical availability or 
the need for direct interaction with patients. Instead, the 
chatbot serves as a virtual platform that simulates real-
world scenarios, allowing students to engage in authentic 
and meaningful practice sessions regardless of their geo-
graphical location or time constraints. In summary, our 
proposed chatbot offers a versatile and accessible plat-
form for bedside history-taking practice, allowing stu-
dents to engage in practice sessions at their convenience. 
This innovative approach enhances the learning experi-
ence, providing students with the flexibility to develop 
and refine their skills in a self-directed manner.

Fig. 15  An example of conversation in Cantonese and occasional 
English words with a prescribed patient
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Oversea teaching collaboration
Apart from the enhancement of learning efficacy and 
experience, there is a generally positive result that the 
new teaching collaboration enhances the learning out-
comes and insights. This kind of international collabo-
ration and joint university bedside teaching also allows 
students to see virtual patients with diseases that may 
not be prevalent in their own locality. We will discuss the 
details in Sharing of international and rare cases and its 
limitation section.

Relationship between the quantitative and qualita-
tive results.  The ability of multilingual support allows 
users from diverse linguistic backgrounds to interact 
with the chatbot in their preferred language. It sig-
nificantly enhances its contribution to international 
teaching by enabling users from diverse linguistic 
backgrounds to engage with the system in their pre-
ferred language. This feature not only broadens acces-
sibility but also develops inclusivity in the learning 
environment.

Future role of the chatbot
During COVID-19, one of top-priority concern among 
the education industry is how to provide good learning 
materials for the subject. It is also a significant prob-
lem among bedside teaching since it involves fact-to-
face communications. The proposed application can 
be a choice of substitution if there are any unpredict-
able situations happen again such as lockdown. How-
ever, we emphasis that face-to-face communication is 
far important, and thus it cannot be cancelled. As the 
epidemic slows down, our application can become an 
additional platform to support the learning. Moreo-
ver, as aforementioned, we can gather more rare and 
special cases from local to international. Students are 
still beneficial from the application even the epidemic 
is gone.

Sharing of international and rare cases and its limitation
In our proposed chatbot, it is easy to enlarge the set of 
virtual patients, and it is able to contribute on the inter-
national collaboration. Moreover, we can add on some 

Fig. 16  An example of education level characteristics: secondary school level (left) and university level (right)
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rare cases that students may not able to encounter in the 
normal training.

International sharing.  The idea of chatbot can facilitate 
international sharing among studying diseases that are 
more common in one country but not in the other coun-
try, such as dengue fever which is more popular in Sin-
gapore, and nasopharyngeal carcinoma is more popular 
in Hong Kong. Our application can provide a long-term 
history sharing and broaden horizons of students.

Moreover, the favorable quantitative results obtained 
from this study, including positive applause and feed-
back, indicate the potential for long-term usage and 
development of the chatbot in the future. These encour-
aging outcomes provide a strong foundation for further 
exploration and refinement of the chatbot as an educa-
tional tool. In this study, the collaboration between HKU 
and NUS provides 13 virtual patients. While this col-
laboration demonstrates the feasibility and effectiveness 
of generating virtual patient cases, it also highlights the 
potential for expanding the database through enhanced 
collaboration among diverse medical schools worldwide. 
By fostering increased collaboration and knowledge shar-
ing among different medical schools, the collective data-
base of virtual patients can be significantly enlarged. This 
expansion would provide students from various educa-
tional institutions around the world with a broader expo-
sure to diverse clinical scenarios and enrich their learning 
experiences. Access to a wider range of cases enhances 
students’ ability to develop comprehensive clinical rea-
soning skills, fostering a more robust and globally rele-
vant medical education.

However, the sharing of cases internationally may 
encounter limitations such as the availability and accessi-
bility of shared cases can vary. Some institutions or edu-
cators may have limited resources or restrictions on shar-
ing cases due to institutional policies or legal constraints. 
Thus, the pool of patients may become unbalance of 
locality. Communication and cooperation may resolve 
the restrictions but it depends on the actual scenarios.

Rare cases sharing.  We consider that some medical cases 
are rare such as water allergy, some urgent cases, and 
some international cases may not be able to let students 
study with bedside teaching. For rare cases, we cannot ask 
all the medical students to attend since the patient needs 
to have a good rest, and the patient will be discharged 
when she is getting better. Moreover, for urgent cases 
such as appendicitis, in most situations, the patient will be 
sent to the operation room directly and it is impossible to 

let students study with bedside teaching. When the stu-
dents can reach the patient, the situation becomes stable.

When it comes to sharing rare medical cases, address-
ing privacy concerns becomes more complex compared 
to sharing common or localized cases. The limited pool 
of patients with rare conditions poses challenges in 
maintaining anonymity while providing valuable medi-
cal information. In such cases, additional precautions are 
necessary to protect patient privacy.

Sharing rare cases may involve a smaller number of 
patients who have experienced similar conditions. This 
makes it easier to identify individuals based on their 
unique circumstances. Even if personal identifiers are 
removed, the combination of rare medical details and 
additional information, such as family history or minor 
medical history, could potentially narrow down the 
choice of the patient’s actual identity. Therefore, a well-
designed approach is required to ensure privacy is main-
tained while sharing these cases. To enhance privacy, it 
may be necessary to encapsulate or generalize certain 
aspects of the case. Minor details or specific patient 
information can be modified or omitted to further pro-
tect patient identities. By carefully considering the level 
of detail provided and anonymizing any identifying infor-
mation, the privacy of rare case patients can be safe-
guarded while still allowing for the sharing of valuable 
medical knowledge.

Moreover, obtaining informed consent from patients 
is crucial in sharing rare cases. Patients should be fully 
informed about the purpose and potential risks of shar-
ing their medical information. The risk of disclosing their 
identity during the virtual bedside teaching should be 
clearly stated. They need to understand how their data 
will be used and the measures in place to protect their 
privacy. Consent should be obtained prior to sharing any 
case information, ensuring that patients have the oppor-
tunity to make an informed decision about their partici-
pation in knowledge sharing initiatives. Moreover, the 
level of detail provided or encapsulation can be discussed 
with the patients accordingly.

Comparison between two versions of Bennie and the chats
We illustrate the comparisons between the findings 
we received in this research and the findings from the 
research on the previous version of chatbot [17]. Note 
that only the possibility of enhancing the learning effi-
cacy and experience is considered in [17].

We first recap the findings from [17] and this paper in 
Table  8, showing the descriptive statistics of the ratings 
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on “User-friendliness", “Identification", “Interaction" 
among “Efficacy", altogether with the overall ratings on 
“Efficacy"5 and “Experience". The Likert scale used in 
[17] is 1–10, while we use 0–10 in this work. The group 
of respondents between the two research has no over-
lap. Note that for the area of “User-friendliness", we state 
the values in brackets with the assumption that the “No 
Response" rating is 0 under the Likert scale, as aforemen-
tioned. In [17], there were 132 (62 female and 70 male) 
students from HKU and their final year of undergraduate 
medical curriculum.

The ratings from the two research findings appear to 
be similar. While the categories of “User-friendliness" 
and “Efficacy" received lower scores in this study, the 
overall results indicate a positive impact of the new 
chatbot on enhancing learning efficacy and experience. 
We list two perspectives that may explain the received 
findings.

Better Perception of using AI.  ChatGPT was launched 
in November 2022. Prior to this release, public awareness 
and engagement with AI were relatively limited. Conse-
quently, the demand for students to utilize AI applica-
tions, as identified in the study by [17], may have been 
lower, given that the research was conducted in 2021. In 
contrast, the bedside teaching this research was launched 
in July 2023. Following a period of post-release, students 
have become increasingly adept at using AI technolo-
gies, including ChatGPT, to accomplish specific objec-
tives. For instance, universities in Hong Kong permitted 
students to utilize ChatGPT throughout 2023 [90]. This 
development has led to greater access to ChatGPT, allow-
ing students to explore and experience the capabilities of 
this powerful AI tool. Furthermore, the integration of AI 
and ChatGPT into daily public use has expanded signifi-
cantly, such as Amazon recommendations [91] and Tesla 
autonomous driving [92]. As a result, the expectations 

for students in this research to operate an AI application 
are likely much higher than those observed in previous 
studies.

Dominant Usage and supplementary usage.  In 2021, 
the study conducted by [17] introduced the first gen-
eration of a chatbot designed to facilitate bedside 
teaching, particularly in learning history-taking skills. 
This innovation arosed in response to the disruptions 
caused by the COVID-19 pandemic, which stops tradi-
tional face-to-face interactions between educators and 
students. Consequently, the chatbot emerged as a vital 
educational resource, serving as the dominant means 
of instruction during a time when in-person bedside 
teaching was not feasible. As conditions evolved with 
the gradual resolution of the pandemic, the role of the 
chatbot transitioned. The new generation of the chat-
bot is now aimed as a supplementary learning tool, 
complementing rather than replacing face-to-face bed-
side teaching, which remains the predominant peda-
gogical approach. Therefore, the differences on the 
aim of the two chatbots may lead to the differences on 
the ratings, since students in this research may con-
sider and compare the efficacy and experience pro-
vided not only by the chatbot, but also by the face-to-
face teaching.

Cost‑effectiveness
In this section, we discuss the cost-effectiveness by using 
the chatbot and the typical in-person bedside teaching.

Pricing of ChatGPT.  We first consider about the price of 
ChatGPT. Generally, ChatGPT converts each word into 
a legible token when you send it a question. One token 
generally corresponds to about 4 text characters for com-
mon English text. This roughly translates to 100 tokens 
for about 75 English words.

As of January 2025, ChatGPT-3.5 Turbo charges 
US$0.0015 per 1000 tokens for input and US$0.002 per 

Table 8  Students’ evaluation from this work and [17]

Areas of evaluation # Respondents Range Median

This [17] This [17] This [17]

User-friendliness 44 (45) 132 0–10 (0–10) 6–10 7 (7) 8

Identification 45 132 0–10 5–9 7 7

Interaction 45 132 0–10 6–9 7 7

Efficacy 45 132 0–10 6–9 7 8

Experience 45 132 0–10 6–9 8 8

5  It is stated as “Efficiency of learning" in [17].
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1000 tokens for output [93]6. Sending the aforemen-
tioned sample prompt with prefix and suffix and getting 
one response from ChatGPT uses around 365 tokens in 
ChatGPT. A full conversion is usually below 3000 tokens, 
which costs US$0.006. Hence, our application has a low 
operating cost.

With a high-volume educational setting, the cost of 
using ChatGPT will become higher since there are more 
users and thus more interactions with the ChatGPT.

Comparison on using the chatbot and the typical bedside 
teaching.  When comparing the costs between our chat-
bot and the typical bedside teaching, several factors come 
into play that can influence the overall expenses associ-
ated with each option. We elaborate and explain some of 
them in the following.

First, we consider the setup cost. Setting up a ChatGPT 
chatbot application involves the time cost of designing 
and developing the application, and configuring the nec-
essary infrastructure. Moreover, it takes time to design 
and test the prompt of each case of patient. On the 
other hand, establishing bedside teaching with a patient 
requires various administrative costs such as acquiring 
the consent of each individual patient, and time arrange-
ment between the patient and the student, which can 
involve significant upfront costs.

Next, we consider the operational costs. For a ChatGPT 
application, the cost typically includes ongoing mainte-
nance to the server and records, server hosting fees, and 
fees for each conversation with ChatGPT. On the other 
hand, traditional bedside teaching does not require any 
cost of hiring any patients since it is voluntary.

Third, we consider the scalability costs. Scaling a Chat-
GPT application to accommodate increased usage may 
involve higher computational costs for additional server 
resources. For instance, it includes purchasing servers 
with more CPUs and memory. Moreover, it may include 
a more advanced system design to accommodate a large 
amount of usage. On the other hand, establishing bedside 
teaching with a patient requires various administrative 
costs such as handling numerous voluntary patients.

Fourth, we consider the costs on system maintenance 
and support. Maintenance and support costs for the chat-
bot application involve performance monitoring, address-
ing technical issues, and user assistance. Moreover, it is 

require to observe the output of the chatbot in order to 
prevent false information to affect the learning outcome. 
However, there are no cost on maintenance and support 
requirement from the typical bedside teaching.

Lastly, we consider the availability cost. For out chat-
bot, the virtual patients are always available except for 
the system maintenance time. However, the availability of 
patients is limited. We are not able to ask all the medical 
students to attend since the patient needs to have a good 
rest, and the patient will be discharged when she is get-
ting better.

To conclude, both the chatbot and typical bedside 
teaching require various costs to operate. Our chat-
bot provides advantages such as long-term availability 
of each medical case, while the typical bedside teaching 
provides in-person conversation which the chatbot is 
not able to fully simulate. Given that medical treatment 
and consultations predominantly occur face-to-face, it is 
logical to maintain both practices, with traditional bed-
side teaching remaining prevalent. Nevertheless, the sig-
nificance of the chatbot persists as they offer simulated 
training opportunities that are accessible at any time and 
from any location.

Potential Challenges and Ethical Considerations 
in Integrating AI‑driven Chatbot into Medical Training 
Curricula
Integrating AI-driven chatbots into medical training 
curricula brings numerous opportunities for enhancing 
learning experiences and improving medical education. 
However, it is crucial to address potential challenges that 
may arise during this integration process. Since the chat-
bot should only become a supplementary tool for stu-
dents to practice history-taking skills, the consideration 
mostly on the ethical issue since it is related to informa-
tion of patients and students. We discuss five main con-
cerns in this subsection, combining previous research 
and the observation during the implementation.

Reliability and accuracy.  The first challenge is the reli-
ability and accuracy [66]. AI-driven chatbots must dem-
onstrate high reliability and accuracy to ensure that the 
information provided is trustworthy and aligns with cur-
rent medical knowledge. Medical education heavily relies 
on accurate and evidence-based information, and any 
inaccuracies or errors in the chatbot’s responses can have 
significant consequences for student learning and patient 
care. Ensuring that chatbot algorithms are regularly 
updated and validated against established clinical guide-
lines and best practices is essential. Additionally, address-
ing potential biases in the data used to train the chatbot 
and mitigating the risk of algorithmic errors are critical 
considerations.

6  We adopted the “gpt-35-turbo” model during the development stage, it is 
the same as “gpt-3.5-turbo-0301" or “gpt-3.5-turbo-0613" with context “4K" 
in [93]. The suffix “-0301" or “-0613" indicate that the date refers to a snap-
shot [94]. The snapshots enable users to preserve a stable state of the model 
for querying purposes, thereby ensuring that the output remains consistent.
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Several considerations are essential to address the 
challenges associated with reliability and accuracy. First, 
system admin should apply error monitoring and feed-
back mechanisms. Continuous monitoring of the chat-
bot’s performance is necessary to identify and rectify any 
errors or inaccuracies promptly. Implementing feedback 
mechanisms that allow users, such as students or educa-
tors, to report potential inaccuracies or ambiguities can 
help improve the chatbot’s performance over time. This 
feedback loop facilitates ongoing refinement and fine-
tuning of the chatbot’s algorithms to enhance its reliabil-
ity and accuracy.

Second, system developer should address biases and 
limitations. AI algorithms can be susceptible to biases 
present in the training data, leading to skewed or inac-
curate responses. Efforts should be made to identify and 
address these biases, ensuring that the chatbot provides 
unbiased and equitable information to all users. Addi-
tionally, acknowledging the limitations of the chatbot, 
such as its inability to handle complex, context-depend-
ent scenarios, is crucial to manage user expectations and 
prevent potential errors.

Third, teachers should also launch user education [95]. 
Educating students about the capabilities and limita-
tions of the chatbot is important for promoting critical 
thinking and ensuring they understand that the chat-
bot’s responses are not a substitute for clinical judg-
ment. Emphasizing the importance of corroborating 
information from multiple sources and consulting with 
healthcare professionals when necessary can help avoid 
over-reliance on the chatbot and encourage a balanced 
approach to medical decision-making.

Limitations on the reliability of ChatGPT responses on 
nuanced clinical reasoning.  The reliability of ChatGPT 
responses, particularly in scenarios involving nuanced 
clinical reasoning, is a critical consideration. While Chat-
GPT can provide simulation, there are several limitations 
to take care of when assessing its reliability for complex 
medical contexts. We consider two of the perspectives.

First, we consider the prompts with specialized knowl-
edge. The accuracy and reliability of ChatGPT responses 
heavily depend on the quality and diversity of the prompt 
it has been exposed to. In the case of medical informa-
tion, the breadth and depth of the prompts play a crucial 
role in the accuracy of responses. Moreover, nuanced 
clinical reasoning often requires specialized medical 
knowledge. Responses from ChatGPT may lack the depth 
of understanding required for complex medical scenar-
ios. Therefore, the design and writing of the prompt for 

each case should provide exhaustive information about 
the case in order to generate more accurate responses 
[67].

Second, we consider the contextual understanding and 
the risk of misinterpretation [66, 67]. Clinical reasoning 
involves understanding complex patient histories, symp-
toms, test results, and treatment options within a specific 
context. ChatGPT may struggle to grasp the intricate 
nuances and context-specific details essential for accu-
rate clinical advice. Moreover, ChatGPT may generate 
responses based on statistical patterns in data without a 
full understanding of the underlying medical concepts. 
This can lead to inaccuracies or misinterpretations, espe-
cially in critical medical situations. This may be alleviated 
by a better design of prompts, and testing the prompt by 
interacting with ChatGPT.

While ChatGPT can be a valuable tool for providing 
information and support in medical settings, its reliabil-
ity for scenarios requiring nuanced clinical reasoning is 
subject to limitations. Human expertise and validation 
of the output remain crucial to ensure the accuracy and 
appropriateness of responses, especially in complex med-
ical contexts where precise clinical judgment is essential.

Ethical and privacy concerns.  The second challenge 
is to reduce the ethical and privacy concerns. AI-driven 
chatbots have access to sensitive patient data, which 
raises ethical and privacy concerns. Implementing robust 
data protection measures, ensuring compliance with pri-
vacy regulations, and obtaining informed consent for the 
use of patient data are essential. Transparency about data 
usage and addressing potential biases in data collection 
and algorithms are important to maintain patient trust 
and confidentiality.

Apart from following the regulations such as the Health 
Insurance Portability and Accountability Act (HIPAA) 
[86, 87] or the General Data Protection Regulation 
(GDPR) [88] to ensure data protection and security, we 
can apply the following examples of procedure to reduce 
the concerns. First, the patients should be informed for 
the consent [68]. When patient data is used in the devel-
opment or training of the chatbot, obtaining informed 
consent from patients is essential. Patients should be fully 
informed about the purpose, risks, and benefits of their 
data being used and have the opportunity to provide or 
withhold consent. Transparency in explaining how their 
data will be used, who will have access to it, and the pri-
vacy protections in place is crucial to respect patient 
autonomy and maintain trust. This transparency helps 
users make informed decisions about their involvement 
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with the chatbot and understand the privacy implica-
tions. Additionally, they should have the option to opt-
out of data collection if they do not wish to participate or 
share their data. Respecting user choices and preferences 
is essential in upholding privacy and autonomy.

Second, the chatbot should be under monitored con-
tinuously. Ethical and privacy considerations should be 
addressed as an ongoing process rather than a one-time 
effort. Regular monitoring, feedback collection, and user 
engagement can help identify emerging ethical chal-
lenges, adapt to changing regulations, and implement 
improvements to enhance privacy protections and ethical 
standards.

Privacy of Students.  As aforementioned, teachers 
should also launch user education about critically dis-
tinguish the chatbot’s responses to ensure an appropri-
ate outcome of learning with chatbot. Additionally, the 
education should also provide guidelines to students 
[95] on the related technical and ethical issues, such as 
do not provide personal information during the conver-
sation with the virtual patients. For further development, 
the conversation records may be saved for educational 
analysis or monitoring. Therefore, students should take 
the correct approach to chat with the virtual patients 
without any personal items. Additionally, informed con-
sent should be obtained from users, clearly explaining the 
purpose and scope of data collection. Further research 
such as [69] concentrates on providing recommendations 
to address concerns related to student data security.

Attitude when using AI learning tools.  There are many 
tools are proposed and developed with the use of AI to 
enhance the quality of learning experiences. It is impor-
tant that the users take appropriate attitude when using 
them. The power of AI may bring us opportunities to 
improve if we adopt it appropriately [96, 97].

However, we should not always expect everyone will 
honestly follow the system, thus developers should try 
their best to prevent any inappropriate usages or even 
hacking. Therefore, every parties should adopt a respon-
sible and mindful attitude.

Moreover, the users should avoid excessive depend-
ence on AI tools [65]. An individual and critical think-
ing mindset is significant for everyone, and students can 
always learn from thinking different problems, such as 
studying different medical cases in our application. Out 
of the online learning, the engagement in discussions are 
beneficial for students. They can also discuss the cases or 
questions from the AI learning tool. It is advantageous 

if they seek diverse perspectives from participating in 
meaningful interactions with peers and teachers.

Scalability
Scalability is another critical concern when considering 
the application of ChatGPT. As the demand for our chat-
bot grows, ensuring that it can handle increasing work-
loads efficiently becomes paramount. In this section, we 
discuss two significant approaches that we have consid-
ered during the implementation.

Handling real‑time and concurrent user interac-
tions.  One scalability challenge lies in the computa-
tional resources required to support a large number of 
real-time and concurrent user interactions. As the user 
base expands, the server that stores the cases of patients 
must be able to handle a high volume of requests with-
out significant latency or performance degradation. From 
the perspective of our server, the issue could be handled 
by balancing CPU, memory and network resources, and 
it becomes more complex as the demand on the servers 
escalates. As discussed in Implementation  section, we 
adopt Azure virtual machine as the server in our appli-
cation, which provides a number of choices to manipu-
late the needs of computational resources. From the per-
spective of calling the ChatGPT API, the scalability issue 
moves to the ChatGPT server, but not in our applica-
tion. To manage the ChatGPT availability and status, it 
is essential to handle and identify all the error messages 
returned from the ChatGPT API. Two of the possible 
error messages from the ChatGPT API while running 
the application are service overloaded and running out of 
user credits.

Moreover, another possible approach is to consider 
the balance of load. Load balancing plays a crucial role 
in ensuring that incoming requests are evenly distrib-
uted across multiple servers, i.e. multiple Azure virtual 
machines. Implementing effective load-balancing mech-
anisms becomes essential to prevent any single server 
from becoming overwhelmed while maintaining consist-
ent response times for users.

Storing the dialogue.  Additionally, the storage and 
retrieval of conversational data can become a bottleneck 
as the dataset grows, impacting response times.

We note that in this chatbot version, we do not store 
any chat history between the user and the ChatGPT. As 
the application collects and processes a larger volume of 
conversational data, the storage systems must scale to 
accommodate this growth. During our development, we 
considered this and we adopted some methods to handle 
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this possible scalability issue. Our chatbot works simi-
larly to some existing communication applications such 
as Whatsapp [98] and Signal [99], the entire chat record 
is stored in the devices of users. However, in the current 
version, in order to reduce the burden of storage from the 
devices of users, the conversation is only stored during 
the conversation and will be deleted once the user leaves 
the chatroom.

In addition, we note that it is a possible extension if 
the study of dialogue is required. In this case, only stor-
ing the chat history in local devices is not enough, the 
server should come up with some procedures for stor-
ing the chat records. Moreover, the chat history should 
be regulated under the GDPR [88] when necessary. To 
achieve this, it is required to design the storage archi-
tecture to be scalable, allowing for easy expansion as 
data volume grows. Moreover, it is possible to distribute 
data across multiple servers for horizontal scalability. 
Lastly, it is essential to set up regular automated back-
ups to prevent data loss in case of system failures or 
accidental deletions.

Extension towards other disciplines
The idea of this application for education can be extended 
to other domains as a supplement. For example, it can 
be a chatbot for pharmacy students on discussing drug 
usage of some preset medical cases. Moreover, it can be 
extended to train the questioning skills of lawyers and 
police, and train the interviewing skills of news reporters.

Apart from learning materials, the idea of our appli-
cation can become a tool of publicity. For example, 
animal-caring authorities can use the chatbot which imi-
tates some abused pets, to educate the public on caring 

animals. Moreover, we cannot talk to an animal in reality, 
thus this become a interesting way for public to experi-
ence the “feeling" of the abused animals.

Further development

Illustration among medical files or images.  In our work 
and [17], they provide only textual communication in 
the role-playing game. We identify that, in some cases, 
patients may be able to provide some historical clinical 
exam and medical images such as blood tests, MRI, CT 
scan, and x-ray. Free open-access online databases of 
medical images are available. For example, MedPix7 pro-
vides 59,000 images for 12,000 patients.

In future versions of the application, it is possible to 
add more functions during the conversation. For exam-
ple, if any medical checks or exams are required by the 
physician (the student) in the conversation, the Chat-
GPT is able to reply with relevant information from the 
prescribed data in the server. These medical images may 
even be generated by the latest image-generative AI tech-
nology, as shown in Fig. 17. The left image is generated 
with “x-ray of a patient with pulmonary tuberculosis" and 
the right image is generated with “ultrasound image of a 
7-month pregnant baby". However, the accuracy of soft-
ware like Midjourney, Stable Diffusion, or DALL· E 2 for 
generating medical images should be tested before use. 
The use of image-generative AI for STEAM education 
was recently studied in [100].

Fig. 17  Examples of AI medical images generated by DALL· E 2

7  https://medpix.nlm.nih.gov/home
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Voice conversation with different languages and 
accents.  In a recent update of ChatGPT [101], the 
launch of the support among voice capabilities may fur-
ther make the application in a new generation. In typi-
cal voice recognition function, it could be done by most 
of the smart mobile phones in the market. However, 
although it can support conversations, it is presented 
with voice-to-text translation, and reading the text with 
a prescribed voice and tone such as Siri, Alexa, or Google 
Assistant. From the update, we foresee the possibility 
that the ChatGPT could understand languages in voice 
and can respond in voice with different accents sup-
ported. Moreover, the voice can be controlled by the age 
and gender of the patients.

Improved UI/UX.  Apart from generating the voice of 
the patients, it is also possible to further improve the user 
interface/user experience (UI/UX) by generating photos 
or even videos of the patient. By using generative AI such 
as Midjourney, Stable Diffusion, or DALL· E 2, we can 
now generate photos of patients according to their age, 
gender, ethnicity, weight, etc., as shown in Fig. 18.

If the disease of the patient affects his appearance (e.g., 
hand, foot, and mouth disease which causes skin rash 
in young children), it may also be reflected in the photo 
or video. Our preliminary testing finds that many skin 
problems (e.g., skin rash, acne) are currently restricted 
by DALL· E 2 due to security protection (to prevent the 
generation of abusive pictures). However, we can gener-
ate photos of other diseases such as conjunctivitis.

Study of dialogue.  In our system architecture, the web 
server stands between the user and the patient (Chat-
GPT). Hence, the web server can store all dialogues for 
future study on the student’s learning progress. By using 
machine learning technologies, we can gather infor-
mation such as the duration of the conversation, the 
relevancy of questions asked, the effectiveness of the 

diagnosis, etc. We can gain valuable knowledge about the 
student’s learning progress. This information can inform 
educational strategies, identify areas that require further 
attention, and contribute to the continuous improvement 
of the chatbot’s performance.

It is important to emphasize that the collection and 
analysis of such data should be conducted with strict 
adherence to ethical guidelines and privacy regulations. 
Informed consent should be obtained from users, clearly 
explaining the purpose and scope of data collection. 
Additionally, robust security measures should be in place 
to safeguard the stored dialogues and protect sensitive 
information from unauthorized access.

Conclusion
Virtual bedside teaching with chatbots has revolution-
ized conventional bedside teaching by its advantages and 
allowing international collaborations. We believe that 
the training of history taking skills by chatbot will be a 
feasible supplementary teaching tool to conventional 
bedside teaching.
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