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Abstract
Objective  To assess the ability of General Practice (GP) Trainees to detect AI-generated hallucinations in simulated 
clinical practice, ChatGPT-4o was utilized. The hallucinations were categorized into three types based on the accuracy 
of the answers and explanations: (1) correct answers with incorrect or flawed explanations, (2) incorrect answers with 
explanations that contradict factual evidence, and (3) incorrect answers with correct explanations.

Methods  This multi-center, cross-sectional survey study involved 142 GP Trainees, all of whom were undergoing 
General Practice Specialist Training and volunteered to participate. The study evaluated the accuracy and consistency 
of ChatGPT-4o, as well as the Trainees’ response time, accuracy, sensitivity (d’), and response tendencies (β). 
Binary regression analysis was used to explore factors affecting the Trainees’ ability to identify errors generated by 
ChatGPT-4o.

Results  A total of 137 participants were included, with a mean age of 25.93 years. Half of the participants were 
unfamiliar with AI, and 35.0% had never used it. ChatGPT-4o’s overall accuracy was 80.8%, which slightly decreased to 
80.1% after human verification. However, the accuracy for professional practice (Subject 4) was only 57.0%, and after 
human verification, it dropped further to 44.2%. A total of 87 AI-generated hallucinations were identified, primarily 
occurring at the application and evaluation levels. The mean accuracy of detecting these hallucinations was 55.0%, 
and the mean sensitivity (d’) was 0.39. Regression analysis revealed that shorter response times (OR = 0.92, P = 0.02), 
higher self-assessed AI understanding (OR = 0.16, P = 0.04), and more frequent AI use (OR = 10.43, P = 0.01) were 
associated with stricter error detection criteria.
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Introduction
Artificial intelligence (AI) is increasingly being adopted 
in medical education, particularly in postgraduate train-
ing, with significant potential to advance educational 
practices [1, 2]. AI refers to the development of systems 
capable of performing tasks that typically require human 
intelligence, such as language comprehension, image 
recognition, and decision-making. A subset of AI, large 
language models (LLMs) focus on processing and gen-
erating natural language text. ChatGPT, a generative AI 
chatbot, is produced through sophisticated fine-tuning of 
an LLM [3]. The strong performance of GPT-4 in medical 
tests suggests that LLMs may serve as valuable teaching 
tools for students who are currently performing at lower 
levels in these tests [4]. These models demonstrate high 
accuracy in explaining medical problems and conduct-
ing clinical assessments [5, 6]. As evaluation tools, LLMs 
provide deep insights into examination results, offering 
educators a real-time understanding of student learn-
ing challenges [7]. However, LLMs are trained on large 
datasets of mixed quality, which can lead to issues such 
as disparities, biases, and incorrect associations [8–10], 
commonly referred to as “hallucinations“ [11]. These hal-
lucinations may appear logical initially but are often mis-
leading and cannot be entirely eliminated [12]. Clinicians 
may misinterpret AI-generated recommendations, espe-
cially if the reasoning behind the AI’s decision-making is 
unclear or difficult to understand [13]. However, limited 
research exists on how effectively general practice resi-
dents can detect these AI-generated inaccuracies during 
their training.

General practitioners play a pivotal role in manag-
ing patient health and early disease diagnosis, serving 
a diverse population across various specialties. As AI 
becomes more integrated into clinical environments, 
general practitioners will encounter clinical content 
and question-and-answer data spanning multiple disci-
plines. This requires careful interpretation of the infor-
mation while remaining cautious of potential AI biases 
[14, 15]. Furthermore, studies show that GPT’s accuracy 
in addressing general practice-related queries often falls 
below the passing mark, with significant discrepancies 
across different fields and sources. This highlights the 
need for general practitioners, especially GP trainees to 
possess not only a strong foundation in medical knowl-
edge and skills but also a reliable cognitive framework 
and the ability to identify erroneous information [16, 17]. 

However, there is a lack of research on how GP trainees 
recognize and manage hallucinations generated by large 
language models (LLMs). Therefore, understanding how 
clinicians and trainees perceive and address these inac-
curacies is crucial for developing targeted training pro-
grams and ensuring the safe and effective application of 
LLMs in primary care settings.

Our study evaluated GP trainees’ ability to recognize 
and manage hallucinations generated by ChatGPT-4o. 
We also investigated factors influencing this ability, such 
as AI usage frequency, clinical experience, and familiar-
ity with AI. This research explored the key factors that 
enhance trainees’ ability to identify inaccuracies gener-
ated by ChatGPT-4o during General Practice Specialist 
Training, aiming to provide valuable insights for develop-
ing future educational frameworks that integrate AI into 
clinical training.

Methods
Study design
Our research utilized an electronic questionnaire (Sup-
plementary Materials 1) to assess the ability of GP train-
ees to identify hallucinations generated by ChatGPT-4o. 
ChatGPT-4o’s performance was evaluated through a 
cross-sectional survey, with human experts analyzing 
and determining the characteristics of each question. 
The generated responses and explanations from Chat-
GPT-4o were then collected and evaluated for accuracy 
and consistency, comparing the alignment between its 
answers and explanations to identify any hallucinations. 
The ‘stimulus input’ consisted of 50.0% incorrect and 
50.0% correct answers, after which GP trainees made a 
judgment and decision, followed by the ‘electronic ques-
tionnaire’ as the response output. Ethical approval was 
obtained for this study, and all participants provided 
informed consent before completing the questionnaire 
(Supplementary Fig. 1).

Participant settings
The study involved four centers located in the south-
ern and northern regions of China. The recruitment 
announcement targeted GP trainees undergoing Gen-
eral Practice Specialist Training who were willing to par-
ticipate in ChatGPT-4o generated responses. To prevent 
participants from completing tasks such as reviewing 
materials independently, the tasks were conducted in 
group settings for each center. Participants from Wuxi 

Conclusions  The study concluded that GP trainees faced challenges in identifying ChatGPT-4o’s errors, particularly in 
clinical scenarios. This highlights the importance of improving AI literacy and critical thinking skills to ensure effective 
integration of AI into medical education.
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People’s Hospital in Jiangsu, First Affiliated Hospital of 
Jiamusi University, Second Affiliated Hospital of Harbin 
Medical University, and Second Affiliated Hospital of 
Qiqihar Medical University in Heilongjiang undergoing 
standardized general practice training voluntarily par-
ticipated in the study. Exclusion criteria: Individuals who 
were absent due to illness, left on the day of the study, or 
were unwilling to participate were excluded. Additionally, 
participants who did not complete the training as sched-
uled or provided inaccurate data were also excluded. The 
remaining participants were included in the research.

Selection of LLMs
ChatGPT and its LLM counterparts are the tools most 
frequently mentioned by researchers when asked to 
provide the most impressive or useful examples of AI 
in science. ChatGPT also ranked the highest among 
researchers as the most used AI in science. There are now 
hundreds of versions of GPT models, and our experi-
ments conducted up to the submission date indicate that 
GPT-4o outperforms GPT-4, Claude, and Gemini 1.0, in 
terms of clinical question response accuracy and cogni-
tive functionality [5, 6, 18–21]. Considering the growing 
user base, the development and application of ChatGPT 
have advanced significantly, with an increasing number 
of scholars adopting GPT as their primary tool for daily 
use and research focus [18], setting it apart from other 
LLMs [19]. The tension between its broad applicabil-
ity and the occurrence of hallucinated content led us to 
choose GPT-4o [20]. Additionally, we selected GPT-4o 
because our question bank includes image content, which 
was only supported by GPT-4o at the time this research 
was conducted.

Determining characteristics of questions
A cross-sectional survey using ChatGPT (GPT-4o) sim-
ulated responses for the 2024 Intermediate Attending 
Physician Examination in General Medicine [21]. The 
responses consisted of four sections: three with 100 sin-
gle-choice questions each and one with 18 clinical cases 
(86 multiple-choice questions), totally 386 questions. 
Miller’s pyramid, proposed in 1989, outlines four levels 
of medical education assessment: knowledge (know-
ing), comprehension (knowing how), application (how), 
and evaluation (doing) [22]. Key assessment strategies 
for evaluating learners’ clinical reasoning abilities were 
outlined, spanning knowledge acquisition in real-world 
applications in the clinical setting [23]. At the same time 
e-assessment methods could replace currently conven-
tional methods [24]. This study categorized the original 
questions according to Miller’s pyramid to assess specific 
medical competencies and analyzed how different cogni-
tive levels affect the accuracy of ChatGPT-4o generated 
responses and participants’ ability to identify errors. 

Three senior GPs evaluated these conversations. In cases 
where the two GPs disagreed, a third GP resolved the tie 
[25].

Prompts for ChatGPT answers and explanations
Prompt engineering has highlighted the potential of 
LLMs as effective tools in clinical medicine [26]. To 
optimize the responses generated by these models, we 
applied the Relevance, Objectives, Tasks (ROT) frame-
work tailored to the context and specific goals of the task 
[27].

Relevance clearly defines the domain of the query, such 
as “Assume the role of an experienced clinician”. Objec-
tives articulate the aim of the query, such as, “This is a 
mid-level medical examination; respond to the questions 
provided with your best effort”. Tasks specify the exact 
task to be performed, such as “Offer detailed explana-
tions”. This framework was designed to improve the rele-
vance and quality of the responses generated by LLMs in 
clinical scenarios, thereby enhancing their effectiveness 
as tools for medical education and practice.

Evaluation of ChatGPT-4o’s hallucinations by experts
The criteria for selecting experts, as referred to in one 
study, were as follows [25]:

1.	 Have a background in general medicine.
2.	 Hold a national senior professional title or higher.
3.	 Serve as an associate professor or higher at a medical 

school.
4.	 Have more than 10 years of clinical teaching 

experience.

Before evaluating the responses from ChatGPT-4o, con-
sistency training was conducted. The training content 
included the definition of AI hallucination and how to 
evaluate the hallucinations. The responses were catego-
rized into four types based on the correctness of the 
answers and explanations. The number of hallucinations 
and final decision-making were based on the two experts 
mentioned. In cases of disagreement, a third expert was 
involved in voting, and the final evaluation result was 
determined by a majority vote (two votes in favor). The 
flowchart of the process for expert evaluation of GPT-
generated responses was shown in (Supplementary 
Fig. 2).

Detection of reponses by GP trainees
The errors and correct responses were numbered and 
randomly assigned using the random function, with the 
subjects categorized into: “Basic knowledge,” “Related 
professional knowledge,” and “Professional knowledge” 
as subjects 1–3, and “Professional practice” as subject 
4. The participants completed the questions using a 



Page 4 of 9Zhou et al. BMC Medical Education          (2025) 25:406 

standardized approach, and their responses were col-
lected through an electronic survey. Signal detection 
theory (SDT) was employed to analyze the experimen-
tal data [28]. Each participant selected one of the three 
options (Correct, Incorrect, or Uncertain) to assess the 
accuracy of each response and explanation. The “hit” 
refers to correctly identifying correct choice when it’s 
present (HR), while a “false alarm” is incorrectly detect-
ing an incorrect answer when it’s absent (FAR). A “miss” 
is failing to detect the correct answer when it’s pres-
ent, and a “correct rejection” is correctly identifying the 
absence of the answer. Sensitivity (d’) measured the par-
ticipant’s ability to correctly identify true positives. This 
was calculated as Z (Hit Rate) – Z (False Alarm Rate). 
Response bias (β) evaluated the tendency of participants 
to favor one response option over others. Likelihood 
ratio (β) is related to the hit rate and false alarm rate; it 
can be computed using the odds ratio. The ratio of cor-
rect answers to incorrect hallucinated answers was 1:1, 
and the judgment of student responses was also a basic 
binary decision in signal-detection tasks. For this project, 
a value below the threshold of 1 indicated that the abil-
ity to correctly identify signals was weaker than random 
selection, reflecting a more lenient and trusting response 
tendency toward GPT responses. Conversely, a value 
above the threshold of 1 suggests a tendency toward a 
cautious judgment of GPT responses, so individuals were 
categorized into two groups depending on whether the β 
value is equal to, greater than, or less than 1.

Statistical analysis
All statistical analyses were performed using IBM SPSS 
Statistics, version 26.0. For normally distributed data, 
the t-test was used for two groups and one-way ANOVA 
for multiple comparisons, using least significant differ-
ence (LSD) or Dunnett’s test for pairwise comparisons. 
For categorical data, chi-square tests and Bonferroni 
correction were used to adjust for multiple comparisons 
among group rates. Binary logistic regression analy-
sis was performed to explore the factors influencing the 
participants’ response bias. All statistical tests were two-
sided, with a p-value below 0.05 considered statistically 
significant.

Results
Characteristics of GP trainees and identification of 
hallucinations by exports
After the initial screening of 142 collected questionnaires 
(from a total of 148 GP trainees, with 6 on leave), five 
questionnaires with all correct answers were excluded. 
The participants whose average age was 25.93, consisted 
of 46.7% males and 81.8% undergraduates; 45.3% were 
from Jiangsu. The group comprised 41 participants from 
the class of 2021, 43 from 2022, and 53 from 2023. Among 

them, 73 individuals successfully passed the Occupa-
tional Medical Examination. Regarding familiarity with 
and usage of AI, 52.6% were unfamiliar with AI; 35.0% 
had never used AI; and only 8.0% used AI frequently in 
academic research. On a 0–10 scale, with higher scores 
indicating greater satisfaction, the average satisfaction 
score for AI usage was 7.0. ChatGPT-4o’s overall accuracy 
was 80.8%, which slightly decreased to 80.1% after human 
verification. However, the accuracy for professional prac-
tice (Subject 4) was only 57.0%, and after human verifica-
tion, it dropped further to 44.2% (Supplementary Table 
1). Of the 386 questions answered by ChatGPT-4o, 312 
were correct, and 74 were incorrect. Of the 312 correct 
answers, 299 provided accurate explanations. However, 
13 explanations were deemed incorrect because of com-
mon sense inconsistencies, calculation errors, or logical 
flaws (Fig. 1). Regarding knowledge, comprehension, and 
application levels, the performance of ChatGPT-accuracy 
after expert verification was 89.3%, 86.6%, and 77.1%, 
respectively. For the evaluation level, it was 30.4%.

Recognition of ChatGPT-4o generated hallucinations by GP 
trainees
Our study found that the median hit, false alarm, correct 
rejection, and miss rates of in GP Trainees identifying 
generative hallucinations were 86.0%, 74.0%, 26.0%, and 
14.0%, respectively. Overall accuracy was 55.0% at a sen-
sitivity of 0.39. A comparison of accuracy in identifying 
different subjects and cognitive levels among GP Trainees 
showed that recognition accuracy for Subject 4 was sig-
nificantly lower than both the overall accuracy (P < 0.05) 
and the accuracy for Subjects 1–3 (P < 0. 001). As the cog-
nitive level increased, the accuracy of identification grad-
ually decreased. The accuracy at the evaluation level was 
the lowest among the four cognitive levels (P < 0.001), and 
the difference was statistically significant (Fig.  2A). The 
sensitivity analysis for identifying various subjects and 
cognitive levels among GP Trainees revealed that rec-
ognition sensitivity for Subject 4 was lower than that for 
Subjects 1–3 (P < 0.05). As cognitive levels increased, the 
sensitivity to identification gradually improved. Sensitiv-
ity regarding understanding was stronger than for the 
basic knowledge level, whereas sensitivity for the applica-
tion and evaluation aspects was higher than that for the 
knowledge and understanding levels (P < 0.001) (Fig. 2B). 
A comparison of response tendencies among GP Train-
ees in identifying different subjects and cognitive levels 
showed that they applied stricter criteria when evaluat-
ing Subject 4 than Subjects 1–3 (P < 0.05). There were no 
statistically significant differences in the selection cri-
teria across different cognitive levels (Fig.  2C). Further 
statistical analysis of the number of individuals select-
ing different criteria showed that the number of those 
choosing neutral and strict standards for Subject 4 was 
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significantly higher than those choosing Subjects 1–3 and 
the overall total (P < 0.001, all). The results of the classi-
fication by different cognitive levels indicated that more 
residents chose neutral and strict standards at the evalu-
ation level than at the application level, with a statistically 
significant difference (P < 0.001) (Fig. 2D).

Factors impacting response bias in hallucination 
identification
This study investigated the factors influencing GP Train-
ees’ choices of liberal, neutral, or conservative criteria 
for assessing ChatGPT-4o generated responses. Among 
the variables analyzed, only AI-usage frequency showed 
significant differences (P = 0. 02). Factors such as age, 
sex, degree, institution, grade, familiarity, use cases, and 
user satisfaction had no significant impact. The partici-
pants who met stricter criteria tended to use AI more 
frequently (Table  1). Binary regression analysis identi-
fied response time, AI familiarity, and AI usage frequency 
as key factors affecting the choice of neutral and stricter 
criteria. Specifically, shorter response times, less familiar-
ity with AI, and frequent AI usage were associated with 
stricter criteria (P = 0. 02, P = 0.04, P = 0.01, respectively) 
(Table 2).

Discussion
A total of 137 participants were recruited from four cen-
ters spanning the northern and southern regions. General 
Practice Specialist Training in China is a key program 
designed to cultivate skilled GPs for primary healthcare. 
GP Trainees undergoing this training encounter AI-gen-
erated clinical data and support information throughout 

chronic disease management [29, 30], necessitating the 
integration, understanding, and coordination of patient 
information from all healthcare professionals, environ-
ments, and timelines [15].

Our research confirmed the existence of hallucina-
tions in ChatGPT-4o generated responses. Moreover, the 
probability of hallucinations varied across different cog-
nitive levels. Specifically, the probability of hallucinations 
at the evaluative level was 69.6% and ranged from 10.7 to 
22.9% at other cognitive levels. For single-text discharge 
summaries, the AI can function without hallucinations 
[31]. In scenarios involving creative tasks, hallucinations 
were more likely to occur [32]. Similarly, Aljamaan et al. 
found that AI chatbots have higher hallucination scores 
with complex prompts, especially regarding the relevance 
of the prompt keywords, which is similar to our findings. 
Our study also showed that in complex clinical scenar-
ios, such as differential diagnosis or treatment planning, 
the chance of hallucinations is higher than that in basic 
knowledge queries [33]. Huang et al. showed that AI 
chatbots are prone to generating hallucinations, particu-
larly in the medical field. Given the risk of hallucinations, 
it is important to verify all the answers and recommenda-
tions generated by these models [34]. This suggests that 
the use of ChatGPT in medical education for complex 
clinical cases requires further optimization of the dataset 
and expert review. Goddard also emphasized the need 
for extra caution when using information generated by 
ChatGPT in the biomedical field because it may produce 
hallucinations and provide inaccurate medical informa-
tion [35].

Fig. 1  ChatGPT-4o responses categorization into four types based on the correctness of the answer and the explanation
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Our study further examined the ability of GP Trainees 
to recognize ChatGPT-4o generated hallucinations. The 
results of this study indicate that although the hit rate 
was as high as 86.0%, the false alarm rate was as high as 
74.0%, and correct rejection rate was as low as 26.0%. The 
accuracy for Subject 4 was lower than for Subjects 1–3. 
The sensitivity for Subject 4 was lower than that for Sub-
jects 1–3. For different cognitive levels, the accuracy of 
identification decreased as cognitive level increased. The 
results are different from those for accuracy in that sensi-
tivity increased as cognitive level increased. Specifically, 
sensitivity for application and evaluation was higher than 
that for knowledge and comprehension. The reason for 
this might be that accuracy is equal to the hit rate plus 
the correct rejection rate. Sensitivity is equal to the hit 
rate minus the false alarm rate. The residents struggled to 
evaluate ChatGPT-4o generated responses for two main 

reasons: (i) the gap between theoretical knowledge and 
clinical experience and (ii) over-reliance on automated 
tools [36–38]. When AI provided correct information, 
GPs significantly improved their accuracy in diagnos-
ing skin lesions. However, when AI provided incorrect 
information, most GPs failed to correctly identify and 
reject the erroneous diagnosis. GPs with dermatology 
knowledge were more effective at rejecting AI’s incorrect 
insights [39]. They tended to depend on automated sys-
tems for problem solving, which limited their ability to 
think critically, thereby overlooking the limitations of the 
ChatGPT-4o generated answers in relying too heavily on 
them. ChatGPT received high ratings for usability, accu-
racy, completeness, and usefulness in residency training 
in one study in China [40].

Our findings on response tendencies revealed that 
participants applied stricter standards when evaluating 

Fig. 2  (A-D) Sensitivity, accuracy and propensity to response of hallucinations among GP trainees. The analysis focused on the differences in sensitivity 
(Fig. 2A), accuracy (Fig. 2B), and response tendencies (Fig. 2C and D) between the overall group and individual subjects, as well as across different cogni-
tive levels(*P < 0.05; **P < 0.01; ***P < 0.001)
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Subject 4. While no significant differences were observed 
in response tendencies across various cognitive levels. 
Overall, they tended to favor more lenient standards. A 
comparison of the participants’ choices revealed a greater 
tendency to adopt neutral or strict standards when 

assessing tasks at higher cognitive levels. Univariate and 
regression analyses further identified shorter response 
times, limited familiarity with ChatGPT-4o, and more 
frequent use of ChatGPT-4o, as key factors influencing 
the preference for neutral or strict evaluation standards. 
GP trainees tended to apply more lenient standards when 
evaluating ChatGPT-4o generated responses in general 
scenarios but adopted stricter criteria in complex clinical 
settings. This behavior likely stems from higher trust in 
AI in non-critical situations, increased risks and respon-
sibility in complex cases, and the need for more careful 
evaluation to avoid potential harm [41]. Additionally, 
GP trainees may lack experience in ChatGPT-4o assess-
ments, making them more cautious in high-stakes sce-
narios. This highlights the importance of educating GP 
trainees about appropriately using and critically assess-
ing ChatGPT-4o, especially in high-risk contexts. From 
the psychological perspective of reward and punishment 
mechanisms, in general scenarios, the cost of apply-
ing lenient standards to assess ChatGPT-4o generated 
responses is low, with minimal consequences, which 
reduces the perceived punishment. However, in complex 
clinical scenarios, the high risk of severe consequences 
such as misdiagnosis or treatment errors increases the 
perception of punishment, prompting students to apply 
stricter standards to avoid negative outcomes [16, 42]. 
This cautious approach acts as a protective mechanism 
by reducing the moral and professional burden of error. 
Key risk factors included frequent AI use and a limited 
understanding of how it works, which led to more strin-
gent evaluation standards. This underscores the impor-
tance of understanding the fundamentals and limitations 
of AI, reducing overreliance on AI, and enhancing clini-
cal reasoning and critical thinking [43–45]. ChatGPT-
4o (a type of LLMs) has the potential to support GPs by 
analyzing data and offering new insights, aiding in earlier 
disease identification and optimizing diagnostic pro-
cesses. However, ChatGPT-4o (a type of LLMs) should 
not replace GP diagnostic skills but rather augment them. 
Before widespread implementation, it requires thorough 
evaluation to ensure it enhances health outcomes with-
out increasing patient anxiety or burdening healthcare 
budgets [14].

This study also has several notable strengths. The 
study population consisted of GP trainees undergoing 
General Practice Specialist Training, a critical phase in 
medical education. Our research not only evaluated the 
performance of ChatGPT-4o but also examined the GP 
trainees’ ability to identify hallucinations generated by 
ChatGPT-4o, offering a comprehensive perspective on 
its application in clinical settings. Participants tended 
to apply lenient recognition standards, demonstrat-
ing low sensitivity to ChatGPT-4o’s responses, which 
underscores the need for specialized training to enhance 

Table 1  Factors impact response Bias of identification of 
hallucinations among GP trainees
Characteristic Liberal 

(n = 119)
Neutral+
Conserva-
tive
(n = 18)

Value (t 
or X2)

P

age 25.87 ± 2.10 26.33 ± 2.01 -0.87 0.39
Gender (male%) 54(45.0%) 10(55.6%) 0.65 0.42
Degree(undergraduate%) 96(80.7%) 16(88.9%) 0.71 0.40
Institution (Jiangsu%) 54(45.4%) 8(44.4%) 0.01 0.94
Grade (2021%) 37(31.2%) 4(22.2%) 1.18 0.55
Occupational Physician 
Examination (Unpassed%)

52(43.7%) 12(66.7%) 3.31 0.07

Knowledge of AI
(unknown%)

63(52.9%) 9(50.0%) 0.05 0.81

Application of AI Utilized 
(no%)

38(31.9%) 11(61.1%) 5.80 0.02*

AI use cases
(Academic%)

10(8.4%) 1(5.6%) 6.82 0.15

User satisfaction 7.09 ± 1.52 6.13 ± 1.12 2.22 0.05
Response time 72.82 ± 6.84 67.61 ± 15.21 1.43 0.17

Table 2  Binary logistics regression analysis of factors impact 
neutral and Conservative response Bias
Factor B Exp(B) 95%CI P
Response Time -0.08 0.92 0.86–0.99 0.02*
Knowledge of AI
  Known -1.09 0.16 0.03–0.88 0.04*
  unknown 1[Reference]
Application of AI
  Utilized 2.35 10.43 1.57–62.05 0.01*
  unused 1[Reference]
Age 0.05 1.06 0.78–1.42 0.73
Gender
  female 0.54 1.72 0.54–5.44 0.36
  male 1[Reference]
Institution
  Heilongjiang 0.38 1.45 0.34–6.22 0.62
  Wuxi/Jiangsu 1[Reference]
Degree
  graduate 0.38 1.46 0.25–8.54 0.68
  undergraduate
Grade (2021)
  2023 0.22 1.25 0.16–9.98 0.84
  2022 -0.23 0.79 0.10–6.20 0.79
  2021 1[Reference]
Occupational Physi-
cian Examination
  pass 1.19 3.30 0.58–18.64 0.18
  not passed 1[Reference]
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critical thinking and evaluation skills. Additionally, there 
is a clear need to strengthen clinical practice to improve 
the ability to handle complex cases. Furthermore, GP 
trainees are more vulnerable to hallucinations than expe-
rienced GPs, though they may benefit more from Chat-
GPT’s support [13, 42]. This highlights the importance 
of medical educators ensuring that GP trainees under-
stand the limitations of Chatbot tools and the necessary 
precautions when integrating them into clinical practice. 
Moreover, the low recognition accuracy suggests the 
need for stricter usage guidelines for ChatGPT-4o and 
clearer markers of uncertainty within the system to better 
distinguish valid recommendations from potential errors.

Limitations
Despite some results, this study also had several limita-
tions. First, the reliance on a specific AI system (Chat-
GPT-4o) may limit the generalizability of the findings 
to other AI models. Second, the assessment, conducted 
through closed-ended questions, ranging from basic 
knowledge to complex clinical scenarios, may not fully 
reflect real clinical situations. Third, the basic knowledge 
section offered an objective and accurate assessment of 
the model’s performance. In complex cases, hallucination 
evaluations were conducted by three experts reviewing 
the answers and annotations. Prior to the assessment, we 
conducted consistency training without employing any 
additional scales for evaluation. Finally, although par-
ticipants were selected from both southern and northern 
training units, a small number of individuals cannot rep-
resent the diverse educational levels over the country.

Conclusion
GP trainees have limited ability to recognize ChatGPT-4o 
generated hallucinations, particularly in complex clinical 
scenarios. GP trainees may overestimate their compre-
hension of clinical scenario recommendations generated 
by ChatGPT-4o. Therefore, in medical education, assess-
ing medical students’ ability to identify hallucinations 
is crucial for laying a solid foundation for designing rel-
evant training programs.
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