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Abstract 

Introduction  The integration of artificial intelligence (AI) in healthcare has transformed clinical practices and medi-
cal education, with technologies like diagnostic algorithms and clinical decision support increasingly incorporated 
into curricula. However, there is still a gap in preparing future physicians to use these technologies effectively 
and ethically.

Objective  This scoping review maps the integration of artificial intelligence (AI) in undergraduate medical educa-
tion (UME), focusing on curriculum development, student competency enhancement, and institutional barriers to AI 
adoption.

Materials and methods  A comprehensive search in PubMed, Scopus, and BIREME included articles from 2019 
onwards, limited to English and Spanish publications on AI in UME. Exclusions applied to studies focused on post-
graduate education or non-medical fields. Data were analyzed using thematic analysis to identify patterns in AI cur-
riculum development and implementation.

Results  A total of 34 studies were reviewed, representing diverse regions and methodologies, including cross-
sectional studies, narrative reviews, and intervention studies. Findings revealed a lack of standardized AI curriculum 
frameworks and notable global discrepancies. Key elements such as ethical training, collaborative learning, and digi-
tal competence were identified as essential, with an emphasis on transversal skills that support AI as a tool rather 
than a standalone subject.

Conclusions  This review underscores the need for a standardized, adaptable AI curriculum in UME that prioritizes 
transversal skills, including digital competence and ethical awareness, to support AI’s gradual integration. Embedding 
AI as a practical tool within interdisciplinary, patient-centered frameworks fosters a balanced approach to technology 
in healthcare. Further regional research is recommended to develop frameworks that align with cultural and educa-
tional needs, ensuring AI integration in UME promotes both technical and ethical competencies.
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Introduction
In recent decades, the integration of digital technologies 
in healthcare, commonly referred to as E-Health, has rev-
olutionized the delivery of medical services [1]. E-Health 
encompasses a wide range of tools, including electronic 
health records, mobile health applications, telehealth, 
and remote monitoring platforms, all of which have sig-
nificantly improved the efficiency of healthcare systems 
and optimized patient care globally [2]. These advance-
ments have enhanced accessibility and personalization 
of healthcare, marking a significant shift in how patients 
and healthcare professionals interact with information 
and services [3, 4]. The COVID- 19 pandemic further 
accelerated the adoption of telehealth, including telecon-
sultations and remote monitoring, which emerged as 
essential components of healthcare delivery [5]. Besides 
expanding access to care, telehealth has provided new 
opportunities for medical education, allowing students to 
gain clinical experience through remote simulations and 
consultations, regardless of geographical constraints [6].

Amid this ongoing digital transformation, artificial 
intelligence (AI) has become a transformative tool in 
healthcare, with applications ranging from clinical deci-
sion support systems to diagnostic algorithms and per-
sonalized treatment solutions [7–9]. AI refers to the 
use of computational algorithms and machine learning 
techniques that enable systems to analyze data, recog-
nize patterns, and perform decision-making tasks tra-
ditionally carried out by humans. In medical education, 
AI encompasses technologies such as clinical decision 
support systems, intelligent tutoring systems, and natu-
ral language processing tools that enhance learning by 
providing personalized feedback and improving diag-
nostic reasoning [9]. AI has demonstrated the capacity 
to analyze vast amounts of health data and generate pre-
cise predictions, improving both efficiency and accuracy 
in clinical care [10]. In specialties like radiology, AI has 
shown potential to perform comparably to experienced 
clinicians, suggesting that it could complement health-
care delivery and decision-making processes [11]. How-
ever, the rapid integration of AI also necessitates an 
evolution in the competencies required of healthcare 
professionals. As AI becomes an indispensable part of 
medical practice, it is crucial for future physicians to 
develop the skills necessary to use these technologies 
effectively and ethically [12].

AI is increasingly used in both clinical decision-mak-
ing and medical education, but these applications serve 
distinct purposes. In clinical settings, AI supports tasks 
such as diagnostic imaging, predictive analytics, and 
patient management by assisting healthcare profession-
als in decision-making. In contrast, in medical educa-
tion, AI is used primarily to enhance learning through 

technologies such as intelligent tutoring systems (ITS), 
virtual simulations, adaptive learning platforms, and 
automated assessment tools. While some AI-driven 
tools, like clinical decision support systems (CDSS), may 
overlap, this review specifically focuses on AI’s role in 
enhancing medical education rather than its direct appli-
cation in patient care [7–9].

The World Health Organization (WHO) has estab-
lished ethical principles to guide AI applications in 
healthcare, emphasizing the importance of human 
autonomy, transparency, and accountability to ensure 
AI benefits patients and communities while minimizing 
risks associated with surveillance, discrimination, and 
inequitable access [13]. In the context of medical educa-
tion, AI is already enhancing learning experiences and 
preparing students for an AI-driven healthcare environ-
ment. Specific applications include Intelligent Tutoring 
Systems that provide personalized learning for decision-
making, AI-assisted learner assessments using Latent 
Semantic Analysis and Natural Language Processing to 
grade and provide feedback on clinical cases, and AI-
powered Chatbots that help students review medical lit-
erature, prepare for exams like the United States Medical 
Licensing Examination (USMLE), and develop critical 
thinking and communication skills [14]. The incorpora-
tion of these digital learning tools—such as clinical simu-
lations, online classes, and collaborative platforms—has 
already enhanced the accessibility of medical education 
globally [15]. Moreover, AI-driven personalized learn-
ing platforms create adaptive learning paths for students, 
while Virtual Reality simulations powered by AI offer sur-
gical training experiences that were previously limited 
to in-person settings, contributing to skill development 
without geographical constraints [14]. Despite these 
advancements, the integration of AI into medical cur-
ricula remains insufficient, with most programs failing to 
address the specific competencies required for students 
to navigate AI-driven clinical environments effectively. 
This has created a critical gap in medical education, leav-
ing future healthcare professionals underprepared to 
utilize AI technologies in practice and to address their 
associated ethical and operational challenges [16]. In 
several academic circles, it is suggested that rather than 
training specific AI competencies, the focus should be on 
strengthening transversal skills, including autonomous 
learning, to facilitate the gradual incorporation of emerg-
ing technologies and other evolving components [17, 18].

Despite the increasing use of AI in clinical practice, 
medical education has often struggled to keep pace 
with these advances. To address this gap, this scop-
ing review maps the integration of AI in undergraduate 
medical education (UME), focusing on three key areas: 
(1) the development and implementation of AI-related 
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curricula, (2) the impact of AI-driven education on stu-
dent competency development, and (3) institutional and 
systemic barriers that hinder AI adoption. By identify-
ing challenges and emerging trends, this review aims to 
provide insights into the current state of AI education in 
UME and propose evidence-based recommendations for 
its effective integration.

Materials and methods
A scoping review was conducted in October 2024, fol-
lowing the methods of Arksey et al. [19] and Levac et al. 
[20], and reported according to the Preferred Report-
ing Items for Systematic Reviews and Meta-Analyses 
(PRISMA) Extension for Scoping Reviews [21]. The 
research question guiding this scoping review is: How is 
artificial intelligence (AI) currently integrated into under-
graduate medical education (UME), and what are the key 
challenges and trends in AI-related curriculum develop-
ment, student competency enhancement, and institu-
tional adoption?

The Arksey and O’Malley framework involves five key 
steps [19]: identifying the research question, identifying 
relevant studies, selecting studies, charting the data, col-
lating, summarizing, and reporting results. This review 
adhered to the five steps, with a structured approach to 
ensure methodological rigor.

The research question was defined to explore the role 
of artificial intelligence in undergraduate medical edu-
cation, guiding the search strategy and inclusion crite-
ria. Relevant studies were identified through systematic 
searches in selected databases, and the inclusion process 
was detailed in Sect. 2.3. The data charting stage involved 
extracting key information on study objectives, methods, 
findings, and implications, ensuring consistent and com-
prehensive documentation. The results were then ana-
lyzed and synthesized as described in Sect. 2.5.

Search strategy and data charting
Studies were identified by searching PubMed, Scopus, 
and BIREME for articles pertinent to our research ques-
tion. The search covered studies from 2019 onwards, 
with a combination of Medical Subject Headings (MeSH) 
and Health Science Descriptors (DeCS), including terms 
such as: “Artificial Intelligence"[MeSH] AND"Education, 
Medical"[MeSH]. The search was restricted to publi-
cations in English and Spanish from January 1, 2019, 
onwards to ensure both the relevance of the data and a 
wider geographical inclusion.

The choice of these three databases was based on their 
relevance to the study’s scope and their comprehensive 
coverage of medical and health sciences literature. Pub-
Med was selected for its focus on biomedical research, 
Scopus for its interdisciplinary content and broader 

citation data, and BIREME for its inclusion of Latin 
American and Caribbean studies, ensuring geographi-
cal diversity. Additional relevant studies were located by 
hand-searching the reference lists of the included arti-
cles, and the search was updated regularly to include any 
new research until the completion of the review (Fig. 1).

Study selection
All retrieved citations were imported into Rayyan [22], 
an online tool designed for managing systematic reviews, 
for efficient study selection and data management. Study 
selection was performed in three steps (Fig. 1):

1.	 Initial Screening: Titles and abstracts were indepen-
dently screened by three reviewers, DJ, JP, and LC, 
using Rayyan to determine eligibility based on prede-
fined inclusion and exclusion criteria. Any disagree-
ments were resolved through discussion.

2.	 Criteria Refinement: After the initial screening, the 
inclusion and exclusion criteria were refined post 
hoc to ensure the selection process accurately aligned 
with the research objectives.

3.	 Full-Text Screening: Eligible articles were then 
assessed at the full-text level by two reviewers (DJ, 
LC). Articles were included if they broadly discussed 
AI in undergraduate medical education (UME).

Inclusion and exclusion criteria
Studies were included if they:

•	 Discussed the integration of artificial intelligence in 
undergraduate medical education.

•	 Included primary research, perspective, or commen-
tary articles with full-text availability.

•	 Addressed AI within the UME context, specifically 
targeting machine learning, deep learning, natural 
language processing, clinical decision support sys-
tems, intelligent tutoring systems, and AI-driven 
simulation tools.

Studies were excluded if they:

1.	 Focused solely on postgraduate or continuing medi-
cal education. However, studies discussing AI appli-
cations that are relevant to both UME and post-
graduate training—such as clinical decision-support 
systems—were included if they explicitly addressed 
their role in undergraduate education.

2.	 Studies primarily focused on AI for clinical deci-
sion-making (e.g., AI-assisted diagnostics, treat-
ment recommendations, or patient monitoring) were 
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excluded unless they explicitly addressed their role in 
medical education.

3.	 Discussed the application of AI for allied health pro-
fessionals or osteopathic medicine.

4.	 Excluded studies that addressed AI in the context of 
patient education.

5.	 Were conference abstracts or lacked full-text avail-
ability.

Data extraction
Data extraction was performed using a structured data 
charting form (Fig.  2). The form, developed iteratively 
and tested by the review team, aimed to capture essen-
tial elements. The charting form was refined throughout 
the process to ensure consistency and relevancy of data 
extracted. The data extraction process was conducted 
by three reviewers (DJ, LC, and JP), who extracted data 
from all full-text articles. Any disagreements during 

data extraction were resolved through consensus discus-
sions. The data charting was conducted iteratively, allow-
ing continuous refinement of the form to better capture 
emerging themes in the literature.

Collating, summarizing and reporting results
The study demographics were summarized using descrip-
tive statistics to provide an overview of the types, loca-
tions, and focus areas of the included studies, enabling 
the identification of trends and gaps.

Thematic analysis was systematically applied to quali-
tative data to identify key themes. The process began 
with a thorough review of the data, assigning descriptive 
codes to capture recurring topics aligned with the study 
objectives.

Two independent reviewers initially coded the data 
to ensure reliability and minimize bias. Descriptive 
codes were then clustered into broader pattern codes, 
consolidating findings into overarching themes. Any 

Fig. 1  Methods flow chart
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Fig. 2  Key themes and implications of artificial intelligence in undergraduate medical education
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discrepancies in coding were resolved through discus-
sion, with a third reviewer involved in cases where con-
sensus was not reached. This refinement process was 
iterative, ensuring themes accurately represented the 
findings while aligning with the research focus on AI in 
undergraduate medical education (UME).

To enhance reliability and comparability, themes were 
visualized using thematic matrices, allowing for a system-
atic identification of similarities, differences, and over-
arching patterns across studies. The thematic structure 
was reviewed by all authors to ensure consistency and 
coherence in relation to the study’s objectives.

Additionally, to assess the inter-reviewer agreement, 
Cohen’s kappa coefficient was calculated at key stages of 
the review process:

Study selection
Cohen’s kappa was applied to measure agreement 
between reviewers during the title/abstract and full-text 
screening stages, achieving a final inter-rater agreement 
of 0.85, indicating near perfect agreement.

Thematic coding
A subset of studies was independently analyzed by two 
reviewers to assess coding reliability. The agreement on 
initial codes was quantified (kappa = 0.82), and discrep-
ancies were resolved through discussions.

Final theme validation
All themes were cross-checked by multiple reviewers 
to confirm coherence and relevance, ensuring a robust 
interpretation of findings.

Results
Study characteristics
Our search identified 7,870 records, of which 34 full-
text articles were included in our final analysis. The most 

prevalent study type was the cross-sectional study (n = 
6, 17.6%), followed by narrative reviews (n = 5, 14.7%). 
Interdisciplinary teaching and research projects, as well 
as educational intervention studies, each accounted for 4 
articles (11.8% each). Opinion articles made up 8.8% of 
the studies (n = 3). Other study types, including concep-
tual analysis, pedagogical discussions, exploratory case 
studies, commentary, and quasi-experimental studies, 
each represented 5.9% of the total with 2 studies per cate-
gory. Additionally, e-Delphi studies, prospective analyses, 
and qualitative exploratory studies were less common, 
each comprising 2.9% of the total with 1 study in each 
category.

In terms of geographical distribution, as shown in 
Fig. 3, the United States contributed the highest number 
of studies (n = 6, 15%), followed by Canada (n = 4, 10%) 
and Australia (n = 3, 7.5%). There was also representation 
from countries such as Germany, the Netherlands, Tur-
key, China, and the UK, each with 2 studies (5%). Single 
studies came from various locations, including Oman, 
Bahrain, Malaysia, Brunei, Mexico, Nigeria, India, Chile, 
Poland, Egypt, and Taiwan (2.5% each).

The publication years varied, as illustrated in Fig.  4, 
with the majority of studies from 2024 (n = 11, 27.5%) 
and 2023 (n = 10, 25%). Other years included 2022 (n = 
7, 17.5%), 2020 (n = 4, 10%), and 2019 (n = 2, 5%). This 
diverse range of studies highlights the varied methodo-
logical approaches and global representation in the exam-
ination of artificial intelligence in medical education.

Impact of AI on medical education
Five studies [23–27] explored the impact of AI on medi-
cal education, emphasizing the need for interdisciplinary 
learning by integrating AI concepts into medical curric-
ula. These studies highlighted the importance of collab-
oration across fields such as medicine, natural sciences, 
and technology [27]. A recurring concern was the need 

Fig. 3  Distribution of studies by location
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to balance technological and human aspects of medicine, 
ensuring that AI supports patient-centered care rather 
than replacing it with algorithmic decision-making [26]. 
Some studies also noted that AI could enhance training 
efficiency and medical knowledge acquisition, making 
education more accessible [24]. Furthermore, the integra-
tion of AI in curricula was seen as vital to equip students 
with digital literacy and skills necessary for effective 
patient collaboration [23].

AI in curriculum development
Six studies [28–32] discussed the integration of AI 
competencies into medical curricula, suggesting they 
become a mandatory component of medical education 
to prepare physicians for AI-based clinical decision-
making [28]. A staged model was recommended, where 
students learn foundational AI concepts in pre-clinical 
years and apply them in clinical contexts later [29]. The 
studies also emphasized ethical education, highlighting 
the need to teach students about patient confidentiality, 
algorithmic biases, and informed consent [30]. Train-
ing programs must ensure that medical students use AI 
technologies responsibly, aligning with legal and ethi-
cal standards [31]. Preparing students to navigate AI’s 
role while maintaining ethical and humanistic care was 
deemed essential [32].

Perceptions and attitudes towards AI
Four studies [33–37] examined medical students’ atti-
tudes towards AI across different regions. In Nigeria, 
students expressed both excitement and concern, fear-
ing that AI could undermine physicians’skills [35]. In 
Canada, students saw AI as crucial for their careers but 
felt unprepared, advocating for more formal training 
[37]. In India, students showed interest in AI but worried 
about losing empathy due to overreliance on technology 
[34]. Similarly, UK students recognized AI’s potential in 
radiology but feared it might limit career opportunities 

[36]. Arab students, despite limited exposure to AI, sup-
ported its inclusion in curricula, especially in radiology 
[33]. These varied perceptions highlight global recogni-
tion of AI’s impact and the need for tailored educational 
approaches.

AI applications and chatbots in teaching and learning 
in medical education
Twelve of the 34 articles reviewed highlight the useful-
ness of AI in various areas of medical education, such as 
plagiarism detection, clinical simulations and homework 
support [38–40]. In addition, different authors mention 
that AI improves self-learning [41, 42] and interdiscipli-
nary teaching, although it faces challenges in exam stand-
ardization [43] and requires human supervision to ensure 
accuracy [44, 45].

Numerous studies have analyzed the advantages of 
using chatbots such as ChatGPT in medical education 
[42, 43]. An innovative example of their application is 
described in the Canadian Medical Education Journal, 
where a medical data labeling program was implemented 
on lung ultrasound images. In this context, students were 
actively involved, which opened new possibilities for 
integrating AI into medical education [46].

Most studies highlight the need to train students in 
the effective and consistent use of AI. A key advantage 
of AI in medical education, particularly in the study of 
anatomy, is its ability to overcome limitations of the 
traditional approach, such as the scarcity of cadavers 
for dissection and the risks associated with handling 
toxic chemicals during embalming and dissection pro-
cedures [47].

Ethical considerations and challenges
Six reviewed articles address the ethical considerations 
surrounding the implementation of AI in medical educa-
tion [29, 39, 44, 48, 49]. These studies agree on the impor-
tance of generating awareness in medical students about 

Fig. 4  Distribution of studies by year of publication
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the lack of human essence in AI, highlighting the need to 
reinforce empathy and warmth in dealing with patients.

In addition, two authors point out that AI often intro-
duces information bias, which makes it necessary to 
counteract this problem by thoroughly reviewing the 
data that students acquire from these technologies. They 
also suggest that traditional teaching should not be dis-
continued until this shortcoming is significantly miti-
gated [29, 48].

AI in assessment and feedback
From the available evidence, it was observed that 5 of the 
papers found sought to identify the role of AI in medi-
cal education assessment and assignment [33, 47, 50–52]. 
Among the advantages mentioned in basic medical sci-
ence education, AI can be applied by giving feedback 
on anatomy practice, with simulated clinical anatomy 
sessions, creating videos for dissections and practices, 
and allowing online work [47]. AI via Machine Learning 
(ML) and Deep Learning (DL) can address the inherent 
limitations of traditional education methods to build a 
personalized, effective and fair educational landscape, 
functioning as a trainer or coach with predictive analytics 
[52]. On the other hand, the construction of a self-learn-
ing system mediated by artificial intelligence, allowed 
undergraduate students to access a friendly knowledge 
system, with a high degree of satisfaction and good per-
formance in tests of quality and retention of information 
[51].

In addition, one of the most outstanding aspects lies in 
the capacity offered by AI to effectively address plagia-
rism based on a personalized and relevant educational 
model. Other challenges to be considered when discuss-
ing this aspect are privacy, transparency and the develop-
ment of propagation bias [33, 47, 52].

The future of AI in medical education
We pooled the information available from 3 articles that 
provide a glimpse into the future of artificial intelligence 
in medical education [25, 34, 53]. It is interesting to note 
that there is so much evidence regarding the interven-
tion of these digital systems in medical education that it 
is practically impossible for the human mind to summa-
rize [25]. It is stated that to ensure the success of AI in 
medical education, it is crucial to foster interdisciplinary 
collaboration and increase investment in education and 
training [34]. In this respect, the integration of AI in edu-
cation has not yet been described in a way that allows us 
to clearly glimpse its impact, although it has been shown 
that when the learner has to talk to an Intelligent Tutor-
ing System (ITS), his understanding and handling of the 
subject increases, which allows us to imagine where the 
educational models will migrate to [53].

In addition, it outlines several challenges that must 
be overcome to achieve the implementation of artificial 
intelligence in medical education such as the complete 
overhaul of medical school curricula to provide a focus 
on the effective use of AI in medicine and the construc-
tion of a robust ethical framework to ensure patient 
safety, privacy and autonomy, promoting equity and 
inclusivity [25, 34].

Discussion
This scoping review provides an comprehensive overview 
of the integration of artificial intelligence in UME, high-
lighting the diversity of approaches, ethical considera-
tions, and global discrepancies. The review also identifies 
critical research gaps and limitations while proposing 
recommendations for enhancing AI curricula to meet the 
evolving needs of healthcare.

Diversity in AI curriculum content and delivery
The studies reviewed demonstrated considerable vari-
ability in AI curriculum development and delivery. Some 
focused on foundational AI concepts, such as machine 
learning and deep learning, introduced during pre-clini-
cal years, while others employed a staged approach, inte-
grating these concepts in clinical contexts [41, 45–47, 
54]. This heterogeneity underscores the lack of a stand-
ardized framework, complicating the creation of cohe-
sive and comprehensive AI education models that align 
with modern healthcare demands. As highlighted in the 
results described in 3.2, collaborative learning, teamwork 
skills, interdisciplinary abilities, and basic digital skills 
are emerging as transversal competencies. These compe-
tencies provide curricular support for integrating AI as 
a tool rather than as a subject of study itself, facilitating 
its adoption across diverse educational settings without 
necessarily establishing it as standalone content. Estab-
lishing consensus on essential AI skills and competencies 
is necessary for ensuring consistency and effectiveness in 
AI integration across UME programs.

Ethical education and digital competence
Ethical training and digital literacy emerged as fun-
damental components in AI curricula. Many studies 
stressed the importance of preparing students to navi-
gate ethical challenges related to AI, such as maintain-
ing patient confidentiality, recognizing algorithmic 
biases, and ensuring informed consent [28–32]. However, 
despite this consensus, the literature lacks comprehen-
sive strategies and standardized curricula to systemati-
cally teach these competencies. This gap indicates a need 
for further curriculum development to incorporate 
structured and evidence-based approaches to ethical 
education.
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Existing studies have demonstrated that AI applica-
tions, such as Intelligent Tutoring Systems and virtual 
simulations, significantly enhance learning outcomes 
by providing adaptive, personalized training and reduc-
ing geographical barriers to education [23, 24, 53]. These 
tools have been shown to improve self-directed learning 
and critical thinking skills, essential for navigating AI-
integrated clinical environments [24, 25]. Early research 
on learning outcomes also highlights that a staged inte-
gration of foundational AI concepts, followed by their 
application in clinical settings, fosters better knowledge 
retention and practical skill development [29, 32, 51].

Faculty readiness is a critical factor in the successful 
integration of AI into medical education. Many medical 
educators lack formal training in AI, which can hinder 
effective curriculum implementation. Providing faculty 
development programs, workshops, and interdisciplinary 
collaborations with AI specialists can bridge this gap. 
Furthermore, AI literacy training should focus not only 
on technical aspects but also on ethical considerations, 
clinical applications, and teaching strategies. Without 
adequate faculty support, AI education risks being incon-
sistently implemented, leaving students without the nec-
essary guidance to critically engage with AI-driven tools 
in their future clinical practice.

By addressing these gaps through standardized cur-
ricula, medical education can better prepare future phy-
sicians to responsibly and effectively use AI technologies 
while upholding the ethical principles critical to patient 
care.

Pedagogical approaches and experiential learning
A variety of pedagogical methods were proposed across 
the studies, including lectures, e-learning modules, col-
laborative learning platforms, and hands-on experiences 
with AI tools [46, 47, 50, 54–56]. Experiential learn-
ing was consistently recommended as a critical com-
ponent for effective AI training; however, the lack of 
robust evaluations and evidence-based frameworks lim-
its understanding of the most effective approaches. AI, 
as a tool for teaching and learning, can be used interac-
tively, allowing students to learn from it without neces-
sarily being the object of study itself. Further research 
is needed to identify optimal pedagogical strategies and 
establish structured evaluations to assess student out-
comes comprehensively.

The lack of standardization in AI curricula across med-
ical schools presents a major challenge to ensuring con-
sistency in AI education. While some institutions have 
introduced AI as a standalone subject, others integrate it 
into existing courses with varying levels of depth. A pos-
sible solution is to develop a core competency framework 
outlining the essential AI-related skills that all medical 

students should acquire. Collaborative efforts between 
medical education governing bodies, AI experts, and cur-
riculum developers could help establish standardized AI 
learning objectives. Additionally, accreditation bodies 
could play a role in encouraging AI integration by setting 
minimum competency requirements for medical gradu-
ates, ensuring that all students, regardless of institution, 
receive foundational training in AI applications relevant 
to clinical practice.

Global discrepancies in AI integration and student 
perceptions
The geographical diversity of the studies highlights signif-
icant global discrepancies in AI integration and student 
perceptions. While North American and European stud-
ies emphasized the need for formal, structured AI train-
ing to enhance clinical decision-making, studies from 
regions like Nigeria and India expressed concerns about 
the dehumanization of healthcare and the risk of technol-
ogy overreliance [33–37]. Additionally, North American 
and European models often integrated interdisciplinary 
approaches, fostering collaboration between medical and 
technological disciplines to enhance critical thinking and 
teamwork skills [23–27]. In contrast, studies in regions 
like Nigeria highlighted a limited exposure to interdis-
ciplinary applications, focusing more on standalone 
AI tools as solutions to immediate challenges [33–37]. 
These regional differences suggest that, although there is 
a shared acknowledgment of AI’s importance, curricula 
must be tailored to cultural and institutional contexts to 
ensure their relevance and effectiveness globally.

Through the strategic use of AI, countries in develop-
ment can overcome some challenges and improve the 
quality and reach of medical training. Among the key 
approaches, AI enables access to personalized learn-
ing materials, using low-cost applications to tailor edu-
cational resources to individual levels of knowledge. AI 
also enables the adaptation of content to local languages 
and cultural contexts, helping learners better understand 
information. In addition, chatbots and virtual tutors can 
offer constant support, resolving doubts and providing 
feedback in real time, also facilitating virtual clinical sim-
ulations and practices, training students in complex situ-
ations without the need for physical facilities and at lower 
cost, while image recognition algorithms support learn-
ing in assisted diagnosis, especially useful in areas with 
few specialists [23, 32, 33]. Despite its advantages, the use 
of AI in low-resource settings faces challenges, such as 
limited technological infrastructure, lack of connectivity 
in rural areas, and the need for technology training for 
teachers and students. However, if implemented in an 
adaptable, accessible and sustainable manner, AI could 
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have a positive and lasting impact on medical education 
in these communities.

These findings underscore the necessity of aligning AI 
education frameworks with regional healthcare priorities 
and cultural values. Tailoring interdisciplinary models to 
fit local contexts ensures that AI integration addresses 
the diverse needs of medical education systems globally, 
enhancing both its applicability and impact.

Ethical challenges and opportunities of AI in transforming 
medical education
The ethical implications of AI integration in medi-
cal education are critical for ensuring that the use of AI 
enhances learning without compromising the human val-
ues inherent to healthcare practice. AI lacks the capac-
ity for empathy and moral judgment, which are essential 
characteristics of health professionals [29]. This raises 
concerns about the potential impact of increased AI reli-
ance on the development of interpersonal skills and the 
ability to respond compassionately to patients’ emotional 
and psychological needs [55]. As AI tools become more 
prominent, bioethics education must adapt, ensuring that 
AI is viewed as a complementary tool while emphasizing 
the healthcare professional’s responsibility in decision-
making [48]. Additionally, equity and access are ethical 
considerations that must be addressed. While AI has the 
potential to improve medical education globally, unequal 
access could amplify existing disparities, disadvantaging 
students and professionals in resource-limited settings 
[44]. Concerns about privacy and data security are also 
significant, particularly when using AI tools like chatbots 
that handle sensitive patient information [40]. Develop-
ing strict regulations and ethical frameworks is essential 
to protect confidentiality and prevent legal issues.

Educational innovation: the impact of AI on teaching 
and learning in medicine
AI is revolutionizing medical education by providing 
innovative tools that enhance both teaching and learning 
[38, 55, 56]. On the instructional side, AI applications are 
used for plagiarism detection, curriculum development, 
automated feedback, and clinical simulations [47]. For 
students, AI serves as a resource for addressing ques-
tions, practicing clinical cases in safe environments, and 
receiving real-time feedback. Perhaps the most promis-
ing focus in medical education is precision medical edu-
cation, similar to precision medicine, which allows for 
personalized competency development in students. AI, 
with its foundational capabilities in analytics, supports 
this approach, enabling tailored learning experiences 
[46]. In this regard, and contrasting with geographical 
variability, there is a highlighted need for standardiza-
tion and adaptation of foundational skills necessary for 

AI adoption, continual development, and innovation 
within medical education. These tools not only promote 
interactive and efficient education but also prepare future 
physicians to navigate technological changes and the glo-
balized healthcare landscape.

Systemic and regional barriers to AI curriculum adoption
Despite AI’s transformative potential in medical edu-
cation, its integration remains uneven across regions, 
particularly in low-resource environments. Systemic 
barriers—ranging from infrastructure limitations to fac-
ulty readiness and regulatory gaps—vary significantly 
depending on local economic and technological contexts.

Financial and infrastructure constraints
Medical schools in low- and middle-income countries 
(LMICs) often lack access to AI-driven educational 
tools, including high-speed internet, cloud computing, 
and AI-based simulation platforms. Institutions in high-
income countries, by contrast, benefit from substantial 
investments in AI-enhanced learning environments. AI 
implementation in LMICs is hindered by limited digi-
tal infrastructure and the high costs of AI integration, 
restricting access to advanced AI-powered educational 
tools and training programs ​ [57]. Cloud computing has 
been proposed as a potential solution, allowing resource-
limited institutions to access AI tools without the need 
for significant in-house infrastructure investments​ [57].

Faculty training deficits
Faculty AI literacy varies across regions, with educators 
in resource-limited settings often having limited access to 
AI training programs. Without structured faculty devel-
opment, AI integration remains inconsistent. One of 
the major barriers identified is the scarcity of AI-related 
instructional resources tailored to LMICs, which restricts 
faculty engagement with AI-based medical education 
[58]. Expanding access to faculty training programs and 
leveraging online AI education platforms could help mit-
igate these barriers.

Ethical and regulatory uncertainty
Many institutions face unclear policies regarding AI in 
medical education, particularly concerning data pri-
vacy, AI-assisted assessments, and ethical guidelines. In 
LMICs, AI adoption in healthcare is further challenged 
by a lack of regulatory frameworks ensuring AI tools 
align with local health systems and ethical standards, 
leading to inconsistencies in implementation​ [57]. Addi-
tionally, the limited availability of high-quality training 
datasets specific to LMICs creates further challenges for 
AI development and deployment, as most AI models are 
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trained on data from high-income countries, potentially 
introducing bias and reducing local applicability​ [58].

Study limitations and research justification
Limitations in methodological rigor and generalizability
Many studies in this review exhibit limitations in meth-
odological rigor, including the absence of standardized 
evaluation metrics and reliance on self-reported data 
from small, non-representative samples, which affects the 
strength and generalizability of findings. Additionally, the 
scarcity of longitudinal studies impedes a comprehensive 
understanding of AI training’s long-term impact on clini-
cal decision-making and skill transfer. Addressing these 
methodological limitations through multi-institutional 
studies with robust designs is essential for creating reli-
able, scalable models for AI education.

Research gaps in low‑resource contexts
A critical gap identified is the limited exploration of AI 
integration in medical education within low-resource 
settings. Investigating how AI curricula can be adapted to 
regions with limited technological infrastructure, while 
still fostering essential competencies, presents a valuable 
research opportunity. Future studies should prioritize 
this area to develop adaptable and accessible AI educa-
tion models that promote equitable training standards 
globally.

Need for standardized pedagogical approaches
The lack of standardized pedagogical approaches in AI 
curricula hinders the development of cohesive training 
frameworks. Further research is required to examine 
how standardized curricula influence clinical skills and 
decision-making. Multi-institutional, diverse studies can 
address this gap, providing insights into the effectiveness 
of different educational models and informing evidence-
based best practices for AI education in medical contexts.

This scoping review acknowledges potential biases in 
the study selection and analysis processes. Limiting the 
inclusion criteria to studies published in English and 
Spanish may have excluded relevant research in other 
languages, reducing the diversity of perspectives. Simi-
larly, the reliance on specific databases like PubMed, Sco-
pus, and BIREME might have introduced selection bias 
by underrepresenting certain regions or less-accessible 
research.

Potential bias in study selection and analysis
This review excluded conference abstracts and grey liter-
ature, which may contain early-stage findings, pilot pro-
grams, and evolving technological advancements in AI 
applications for medical education. While these sources 
can provide valuable insights, they often lack peer review, 

standardized methodologies, and comprehensive data, 
making it challenging to assess their rigor and reproduc-
ibility. Additionally, the thematic analysis method, while 
systematic, involves subjective interpretation, which may 
have unintentionally emphasized certain findings over 
others. The iterative refinement of inclusion criteria dur-
ing the study selection process may also have influenced 
the final set of included studies, potentially impacting the 
comprehensiveness of the results.

These limitations highlight the need for caution when 
generalizing findings, particularly for underrepresented 
regions and contexts. Future research should consider 
expanding the linguistic and geographical scope, incor-
porating select grey literature, and employing independ-
ent validation methods to enhance the reliability and 
applicability of results.

Recommendations for future research and practice
Create a standardized, consensus‑based AI curriculum 
with defined competencies
Developing a standardized AI curriculum requires 
actionable steps to ensure its effective implementation. 
Curriculum developers should organize interdiscipli-
nary workshops involving educators, AI experts, and 
healthcare professionals to identify core competencies. 
To achieve this, working groups should be established, 
bringing together medical educators, AI specialists, and 
accreditation bodies to define the core AI competencies 
required for medical students. Using the Delphi method 
can help reach consensus on minimum AI-related learn-
ing objectives, ensuring alignment with accreditation 
standards. Additionally, pilot programs should be intro-
duced across multiple institutions, with data collection 
on student performance to evaluate effectiveness before 
large-scale implementation.

Embed ethical training as a core component 
alongside practical skills development
Embedding ethical training into AI-related courses can 
be achieved by designing case-based learning modules 
that address real-world challenges such as algorithmic 
bias, patient privacy, and decision accountability. Inter-
disciplinary collaborations between medical faculties and 
bioethics departments should be established to develop 
structured ethical AI coursework. Furthermore, manda-
tory assessments should be incorporated to evaluate stu-
dents’ ability to navigate ethical AI applications in clinical 
practice. These measures will help ensure that students 
not only understand AI’s technical capabilities but also 
develop the ethical reasoning necessary to apply AI 
responsibly in healthcare.
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Implement experiential learning modules for applied AI skills
Experiential learning should focus on simulation-based 
activities where students engage with AI tools like diagnos-
tic algorithms and clinical decision support systems. Intro-
ducing AI-powered clinical simulations will allow students 
to interact with AI-driven decision-support tools in a con-
trolled environment, helping them understand their poten-
tial and limitations. Additionally, AI-focused problem-based 
learning (PBL) sessions should be incorporated, where 
students analyze real medical cases using AI-generated 
insights. Partnering with health technology companies will 
provide students with hands-on exposure to AI applications 
in medical practice, further reinforcing their practical skills.

Conduct research and evaluation to validate curriculum 
impact on clinical competencies
Validating the impact of AI curricula involves implement-
ing pilot programs to test their effectiveness. Institutions 
should collect baseline data and track outcomes such as 
clinical competency, decision-making skills, and patient 
care quality. Longitudinal studies should be conducted to 
assess the long-term impact of AI education on medical 
students’diagnostic accuracy and clinical reasoning. Stand-
ardized evaluation metrics should be developed to com-
pare AI curricula across different institutions, ensuring a 
comprehensive understanding of best practices. Findings 
from these studies should be disseminated through inter-
national AI in medical education conferences to promote 
continuous improvements and knowledge sharing.

Adapt curriculum to regional needs and resource availability
Adapting AI curricula to regional contexts requires con-
ducting needs assessments to identify barriers, such as 
limited infrastructure or access to AI tools. Flexible cur-
riculum models should be developed, offering both high-
tech AI learning tools and low-resource alternatives, such 
as AI case studies and offline learning modules for regions 
with limited digital access. Additionally, partnerships 
with governmental and non-governmental organizations 
should be encouraged to provide funding and support for 
AI curriculum implementation, ensuring inclusivity and 
relevance across diverse educational settings.

Conclusions
This scoping review underscores the critical need for 
standardized curricula to integrate artificial intelligence 
effectively into undergraduate medical education. 
While diverse approaches exist across regions, a cohe-
sive framework is essential to align AI competencies 
with the demands of modern healthcare. Standardiz-
ing AI education will ensure that future physicians are 
equipped with both technical skills and ethical insight, 

emphasizing the importance of interdisciplinary train-
ing that merges digital competence with patient-cen-
tered, ethical practices.

As AI reshapes medical practice, medical education 
must adapt to foster a balanced approach that includes 
ethical considerations alongside technological proficiency. 
Establishing a structured, evidence-based AI curriculum 
will prepare students not only for clinical applications but 
also for navigating the broader ethical landscape, ensur-
ing that they can harness AI’s potential responsibly to 
improve healthcare quality while maintaining the human 
aspects of the patient-physician relationship.

Appendix
Declaration of generative AI and AI‑assisted technologies 
in the writing process
The authors used the o1 model preview developed by 
OpenAI during October 2024 and Microsoft Copilot 
software to improve the readability and language of the 
manuscript. This tool was utilized specifically for lan-
guage editing, including grammar correction and sen-
tence restructuring. The AI model was applied with their 
oversight and control, and they carefully reviewed and 
edited the results. The authors take full responsibility for 
the integrity and scientific accuracy of the content.

AI Implications in 
Medical Education

Articles Subthemes

Impact of AI 
on Medical Educa-
tion

 [23–27] Interdisciplinary AI Education in Medical 
Curricula
· Promote interdisciplinary learning by inte-
grating AI concepts into medical education, 
fostering critical thinking and collaboration 
across diverse fields of study, including medi-
cine and natural sciences [27]
Balancing Technological and Human Aspects 
of Medicine
· AI must be balanced with human-centered, 
hands-on medical practice to avoid reducing 
patient care to algorithmic decision-making 
[26]
Redesigning Medical Curricula for AI Integra-
tion
· Medical education must shift from informa-
tion acquisition to knowledge manage-
ment, with a focus on using AI for precision 
medicine and enhancing physician-patient 
communication [3]
AI-Enhanced Learning and Training Efficiency
· AI-integrated models could accelerate medi-
cal knowledge acquisition and streamline 
training, making education more efficient 
and accessible [24]
AI’s Role in Evolving Medical Education 
Frameworks
· AI-driven changes require a shift in medi-
cal education, focusing on digital literacy 
and collaboration with patients to ensure 
ethical and effective use of AI [23]
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AI Implications in 
Medical Education

Articles Subthemes

AI in Curriculum 
Development

 [28–32] Incorporating AI Competencies into Medical 
Curricula
· AI competencies should become an integral 
part of the mandatory medical school 
curriculum to equip future physicians 
with the necessary skills to interact with AI 
systems and make informed decisions [28]
Staged Model for AI Integration in Medical 
Education
· A staged approach to AI education 
is recommended, with students learning AI 
fundamentals in pre-clinical years and apply-
ing AI-based clinical applications in later 
clinical years [29]
Ethical Foundations for AI Integration 
in Medical Education
· AI education in medical curricula must 
prioritize ethical considerations, ensuring 
that future physicians understand the impli-
cations of AI, including patient confidential-
ity, algorithmic biases, and informed consent 
[30]
Ethical and Purposeful Use of AI in Medical 
Education
· Medical students must be trained to use 
health data and AI technologies in alignment 
with ethical and legal standards, ensuring 
the appropriate application of AI in clinical 
practice and safeguarding patient records 
for AI processing [31]
Preparing Medical Students for AI Integration 
in Medicine
· Medical students need structured education 
on AI to navigate the evolving healthcare 
landscape, ensuring they understand AI’s 
role while maintaining ethical standards 
and the humanistic aspects of patient care 
[32]

Perceptions 
and Attitudes 
towards AI

 [33–37] Exploring AI in Medical Education in Nigeria 
[45]
· Medical students in Nigeria show 
both excitement and apprehension 
towards AI, with a significant number fear-
ing that AI could diminish physicians’ skills 
and dehumanize healthcare [35]
AI in Canadian Medical Education
· Canadian medical students believe AI will 
be integral to their careers, yet a majority feel 
that AI education is insufficient, highlighting 
the need for formal AI training in the cur-
riculum [37]
AI Acceptance in India’s Medical Education
· While Indian medical students demon-
strate strong interest in AI integration, they 
express concerns about overreliance on AI 
and the risk of losing empathy in patient 
care [34]
Perceptions of AI in UK Medical Education
· UK medical students recognize the impor-
tance of AI in healthcare but feel inad-
equately prepared, especially with respect 
to radiology, where they fear AI may reduce 
career opportunities [36]
AI in Medical Education across Arab 
Countries
· Arab medical students, despite their limited 
AI training, acknowledge the potential of AI 
to revolutionize radiology and advocate 
for its inclusion in medical curricula [33]

AI Implications in 
Medical Education

Articles Subthemes

AI Applications 
in Teaching 
and Learning

 [46, 47, 50, 54–56] Teaching, Learning and Assessing Anatomy 
with Artificial Intelligence: The Road to a Bet-
ter Future
· AI can be used for plagiarism detection, 
curriculum design, feedback on practice, 
simulated clinical sessions, creating dissec-
tion videos, and supporting online assign-
ments [47]
Artificial intelligence and medical education: 
application in classroom instruction and stu-
dent assessment using a pharmacology & 
therapeutics case study
· AI significantly enhances medical education 
through improved self-study support, inte-
grated interdisciplinary learning, and relevant 
aspect identification, despite challenges 
in multiple-choice question construction 
and standardization [54]
Difficulties of artificial intelligence in medical 
education
· The formality and rigidity of AI models can 
make it difficult to teach anatomical “uncer-
tainty,” so it is recommended that the anat-
omy education community collaborate 
with developers to integrate this variability 
into AI tools [56]
· AI generates adequate test items 
but requires human review to ensure accu-
racy and avoid errors. Limitations include 
the possibility of memorizing answers 
and extracting data from unauthenticated 
sources. It is suggested that teaching staff be 
trained in the use of AI and that the security 
of these tools be further improved [55]
· Using ChatGPT to create simulated clinical 
cases has been successful in diversifying 
topics but has been presented with errors 
in accuracy and cultural and medical detail 
[50]
Using artificial intelligence as an innovative 
learning strategy
· An innovative program allowed medical 
students to participate in labeling lung ultra-
sound image data, improving understanding 
of AI and medicine [50]
· The use of AI could improve self-assessment, 
data analysis, and hands-on training 
with clinical simulations to automate 
processes, reduce risks and costs, and adapt 
to post-pandemic educational changes, 
incorporating advanced technology 
into medical education [55]
· The mobile app offers personalized recom-
mendations and functionalities such as tour-
naments, rankings and challenges to foster 
student collaboration and leadership [46]
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AI Implications in 
Medical Education

Articles Subthemes

Use of Chatbots 
and ChatGPT 
in Medical Educa-
tion

 [38–45] Potential of AI language models in clinical 
decision making
· ChatGPT can help formulate article outlines, 
paraphrase texts, and speed up literature 
review. However, there are challenges 
with verifying AI-generated sources and cita-
tions [38]
Weaknesses arising from the use of chatbots 
in medical education
· Misuse of ChatGPT can compromise 
academic integrity and lead to over-reliance, 
raising the need for policies and strategies 
to mitigate these risks [44]
· Chatbots are underused in UK medical 
education due to a lack of development 
appropriate to student needs, lack of pro-
motion by institutions, and students’lack 
of awareness of the potential benefits [45]
Opportunities for integrating chatbots 
in clinical care, teaching and research
· Chatbots can be useful in the early years 
of medical training, providing a safe environ-
ment for learning before direct clinical 
contact [41]
· By providing accurate medical guidance, 
they reduce costs and improve patient 
outcomes. ChatGPT- 4 could be integrated 
into patient simulations and personalized 
learning, as well as assisting in research 
production [41]
· The integration of tools such as ChatGPT 
can reduce knowledge gaps, expand dif-
ferential diagnoses, question medical axioms 
and support decision making in acute care 
and complex cases [40]
· ChatGPT facilitates the dissemination 
of popular information, can marginalize local 
cultures and languages, affecting cultural 
diversity. Furthermore, its use could open 
new opportunities in areas such as medical 
AI and information management [39]
· Chatbots could be used as patient simula-
tors, review tools or to standardize exams, 
thus improving self-learning and reducing 
tutor intervention [38]

Ethical Consid-
erations and Chal-
lenges

 [29, 38, 44, 48, 49] Ethical perceptions surrounding the use 
of artificial intelligence in medical education
· The ethical management of AI is crucial 
to ensure its responsible use and equi-
table distribution of benefits, as access 
to the advantages of AI is not uniformly 
available [49]
· There are many ethical and legal obstacles 
surrounding the implementation of AI 
in healthcare, an example of this is the nega-
tive perception of AI due to its lack of human 
essence [38]
· It is necessary to critically and ethically 
evaluate the use of artificial intelligence, 
despite the convenience of obtaining easily 
generated information [44]
· Awareness of the misinformation gener-
ated by AI about biomedical knowledge 
and the pathophysiology of diseases must be 
generated to avoid its use [29, 48]

AI Implications in 
Medical Education

Articles Subthemes

AI in Assessment 
and Feedback

 [47, 50–52] Anatomy Revolution with AI
· AI revolutionizes anatomy education 
through 3D virtual reality, aiding in curricu-
lum design, feedback, and online learning, 
though logistical considerations are essential 
[47]
AI in Pharmacology Education
· AI supports medical education by enhanc-
ing self-study, offering an integrated inter-
disciplinary approach, and facilitating key 
learning aspects. However, it faces challenges 
with multiple-choice question construction 
and standardization [50]
Personalized Education with AI
· Precision education, driven by AI, offers 
personalized and effective educational 
experiences while addressing traditional 
limitations, though it must navigate chal-
lenges in transparency, privacy, and bias 
propagation [52]
MEKAS System in Otorhinolaryngology
· The MEKAS system significantly enhances 
self-learning in otorhinolaryngology, vali-
dated by substantial improvement in results 
and high satisfaction [51]

The Future of AI 
in Medical Educa-
tion

 [25, 48, 53] Curriculum Redesign in the AI Era
· A complete overhaul of medical school 
curricula is essential to focus on the effective 
use of AI in medicine [25]
Ethical Framework for AI Education
· Establishing a robust ethical framework 
is vital for ensuring safety, privacy, and equity 
in the integration of AI in healthcare [48]
Professional Development with AI.
· Evaluating and promoting AI in health-
care education can significantly enhance 
learners’comprehension and skills [53]
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