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Abstract
Background Objective Structured Clinical Examinations (OSCEs) are widely used in medical education to assess 
students’ clinical and professional skills. Recent advancements in artificial intelligence (AI) offer opportunities to 
complement human evaluations. This study aims to explore the consistency between human and AI evaluators in 
assessing medical students’ clinical skills during OSCE.

Methods This cross-sectional study was conducted at a state university in Turkey, focusing on pre-clinical medical 
students (Years 1, 2, and 3). Four clinical skills—intramuscular injection, square knot tying, basic life support, and 
urinary catheterization—were evaluated during OSCE at the end of the 2023–2024 academic year. Video recordings 
of the students’ performances were assessed by five evaluators: a real-time human assessor, two video-based expert 
human assessors, and two AI-based systems (ChatGPT-4o and Gemini Flash 1.5). The evaluations were based on 
standardized checklists validated by the university. Data were collected from 196 students, with sample sizes ranging 
from 43 to 58 for each skill. Consistency among evaluators was analyzed using statistical methods.

Results AI models consistently assigned higher scores than human evaluators across all skills. For intramuscular 
injection, the mean total score given by AI was 28.23, while human evaluators averaged 25.25. For knot tying, AI 
scores averaged 16.07 versus 10.44 for humans. In basic life support, AI scores were 17.05 versus 16.48 for humans. 
For urinary catheterization, mean scores were similar (AI: 26.68; humans: 27.02), but showed considerable variance in 
individual criteria. Inter-rater consistency was higher for visually observable steps, while auditory tasks led to greater 
discrepancies between AI and human evaluators.

Conclusions AI shows promise as a supplemental tool for OSCE evaluation, especially for visually based clinical skills. 
However, its reliability varies depending on the perceptual demands of the skill being assessed. The higher and more 
uniform scores given by AI suggest potential for standardization, yet refinement is needed for accurate assessment of 
skills requiring verbal communication or auditory cues.
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Background
The rapid development of artificial intelligence (AI) has 
led to a growing presence of AI tools in educational 
settings, including medical education. A majority of 
Generation Z students appear to be more familiar and 
comfortable with integrating AI into their learning pro-
cesses, often leveraging its benefits for productivity, 
personalization, and efficiency. However, learners and 
educators across all generations increasingly recognize 
both the potential and the limitations of AI use in edu-
cation. While many value its usefulness in enhancing 
learning and reducing workload, concerns persist about 
over-reliance, ethical boundaries, and pedagogical appro-
priateness. As AI becomes more embedded in academic 
and professional environments, including clinical educa-
tion, understanding its role in assessment remains a criti-
cal area of exploration [1–3].

Objective Structured Clinical Examination (OSCE), 
used to assess medical students’ clinical skills, is an 
important assessment tool that allows educators to reli-
ably evaluate students’ practical and procedural skills, 
such as examining, diagnosing, and explaining a manage-
ment plan for each case within a set time frame. These 
exams typically take place at different stations, with each 
station testing a different clinical skill. Despite challenges 
such as cost and sustainability, OSCEs have become 
widely used since their introduction in 1975 [4, 5]. In fac-
ulties with limited resources, particularly when there is a 
shortage of educators, students may miss out on this crit-
ical assessment tool, leading to significant differences in 
competition levels and student quality [6–9]. Cusimano 
et al. [10] suggested that decreasing budgets and the com-
petitive nature of existing budgets have been two key fac-
tors forcing medical educators to rethink the application 
of OSCEs. In Turkey, another factor that medical schools 
hesitate to use OSCEs as a part of measurement and 
assessment procedure, is the issue of time costs, as fac-
ulty members simultaneously provide healthcare service 
to the society while teaching students and conduct scien-
tific research. Given the current global economic crisis, 
the changing student profile, and the advancements in AI 
technologies, using current AI models as OSCE evalu-
ators could reduce costs in medical schools, as well as 
accelerate student quality and technological transforma-
tion in education. Therefore, we believe it is necessary to 
test what contributions AI tools could offer in addressing 
a range of issues, particularly in medical schools where 
time costs are significant.

Although OSCEs have some limitations, they can be 
further enhanced with new technologies like AI to bet-
ter evaluate and prepare medical students for their 
future careers [11]. With technological advancements, 
and considering the ever-changing demands of clini-
cians, AI could be integrated with complementary skills 

rather than resisting to change, capitalizing on both its 
strengths and weaknesses.

Advances in AI systems, particularly with Large Lan-
guage Models (LLMs), have achieved superior perfor-
mance in enhancing text-based AI tools, granting them 
human-like decision-making and reasoning capabilities. 
Simultaneously, there is a growing research trend focus-
ing on extending these LLM-powered AI tools into the 
multimodal realm [12]. Multimodal Large Language 
Models (M-LLMs), which are AI systems trained on mul-
tiple data modalities, such as image, text, and audio, can 
process both textual and visual data together, allowing 
them to perform more complex and diverse tasks com-
pared to text-only models. M-LLMs have made excit-
ing progress as they enable AI agents to interpret and 
respond to various multimodal user queries, allowing 
them to perform more complex and nuanced tasks [13]. 
For example, models like GPT-4 V can write stories from 
images and perform mathematical calculations without 
requiring optical character recognition (OCR) [14].

In this context, M-LLMs can be used for personaliz-
ing educational content, assessing student performance, 
and creating interactive learning environments for learn-
ers. For example, through M-LLMs, intelligent teaching 
assistants that provide personalized feedback by analyz-
ing student interactions or course content enriched with 
images could be developed [14]. In healthcare, M-LLMs 
can be used to analyze medical images, make diagnoses, 
and suggest treatment plans. Furthermore, these mod-
els can offer more accurate and comprehensive health-
care services by integrating medical text and images. For 
instance, models like LLaVA-Med can make clinical deci-
sions supported by medical images and analyze patient 
reports more effectively than humans [13–15]. There-
fore, M-LLMs should be considered as powerful AI tools 
offering significant opportunities in fields like education 
and healthcare. Thanks to their ability to process various 
types of data, they can leverage richer and more complex 
information sources to offer more effective and innova-
tive solutions.

Traditionally, OSCE evaluations rely on human asses-
sors, who must apply a set of predetermined criteria to 
each student’s performance. While effective, human 
evaluations can be subject to inconsistencies, biases, and 
limited capacity for immediate feedback. AI, on the other 
hand, offers the promise of objective, real-time analysis 
with the ability to consistently apply evaluation criteria 
across all students. In our study, each student’s OSCE 
performance will be evaluated by three expert human 
evaluators. One human evaluator assessed the student’s 
live performance during the OSCE, while the other two 
evaluated the student’s recorded performance. Addi-
tionally, AI-based multimodal language models, such as 
ChatGPT-4o and Gemini Flash 1.5, evaluated the same 
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procedural skills, and the performance of human evalu-
ators was compared with AI-based assessments. The 
results of this study are expected to help us better under-
stand the potential use of AI in medical education and 
contribute to improving future evaluation processes. 
The research questions formulated for this study are as 
follows:

1. Is there a significant difference in the consistency 
between AI-based multimodal language models 
(ChatGPT-4o and Gemini Flash 1.5) and human 
evaluators’ assessments?

2. How do perception types (visual, auditory, and 
visual + auditory) influence the consistency between 
AI (ChatGPT-4o and Gemini Flash 1.5) and human 
evaluations of procedural clinical skills?

Methods
The study was conducted at a state university in Turkey 
to assess the clinical/practical skills acquired early in 
medical school (Years 1, 2, and 3) during an Objective 
Structured Clinical Examination (OSCE) for four skills: 
intramuscular (IM) injection, square knot tying, basic life 
support, and urinary catheterization. The research is a 
cross-sectional study examining the consistency between 
evaluations made by human evaluators during the OSCE, 
two expert reviewers after the exam, and two artificial 
intelligence (AI) evaluators after the exam. In line with 
the second research question of our study, the Bland-Alt-
man analysis were conducted. To do this, each checklist 
criterion for the four procedural skills was categorized 
by perception type to better understand how sensory 
modality influenced the agreement between human and 
AI evaluations. Based on the nature of the skill compo-
nents, criteria were classified into three categories:

  • Visual (V): Steps that could be assessed based solely 
on visual observation, such as IM injection, tying a 
knot, or positioning equipment.

  • Auditory (A): Steps that require verbal 
communication from the student, such as explaining 
the procedure to the patient or verbally confirming 
consent.

  • Visual + Auditory (V + A): Steps that involve 
both visual action and verbal expression, such as 
introducing oneself while making eye contact or 
simultaneously performing and explaining a task.

Participants
The research data were obtained from 196 students (First, 
second, and third-year medical students from a state uni-
versity in Turkey) who voluntarily agreed to participate 
by signing the informed consent forms allowing their 
performance to be video-recorded during the application 

of four specific skills: IM injection, tying a square knot, 
basic life support, and urinary catheterization in an 
Objective Structured Clinical Examination (OSCE) at the 
end of the 2023–2024 Academic Year (June 2024). This 
exam is a part of successfully completing their respec-
tive academic year and involves assessing the proce-
dural skills they acquired throughout the year. The video 
recordings captured the performances of 43 students for 
the IM injection skill, 58 students for the square knot-
tying skill, 47 students for basic life support, and 48 stu-
dents for urinary catheterization.

Data collection tool
The data collection tool in this study consists of video 
recordings of medical students performing the skills 
in OSCE. For scoring, separate checklists were used 
for each skill. These checklists, prepared by the univer-
sity to evaluate professional skills, are the ones which 
were published on the university’s official website since 
2018 and are used annually to assess students. When 
first developed, the checklists were created by a com-
mittee of expert physicians specializing in the relevant 
fields. They were then reviewed by another group of 
specialists and finalized under the supervision of a fac-
ulty member who is an expert in medical education with 
expertise in measurement and evaluation. Following this 
process, the checklists were officially published on the 
faculty’s website, ensuring that students are informed in 
advance about the criteria by which their performance 
will be evaluated during practical exams. Since 2018, 
these checklists have been continuously updated based 
on feedback from students and evaluators during profes-
sional skill practices and OSCE sessions, thereby enhanc-
ing their validity and reliability.

Evaluators
Five different evaluators were involved in this study. The 
first evaluator assessed the students in real time during 
the OSCE and incorporated the scores into the year-end 
grades used for passing the class. The second evaluator, a 
specialist physician who participated in students’ profes-
sional skills training during the academic year, evaluated 
the students based on video recordings. The third evalu-
ator, another specialist physician who is not involved in 
the students’ professional skills training during the aca-
demic year, evaluated the skills in the video recordings. 
The fourth evaluator was ChatGPT-4o, which evaluated 
the students based on video recordings. The fifth evalu-
ator was Gemini Flash 1.5, which also evaluated the stu-
dents from the video recordings.

Procedures
In this study, four clinical skills—intramuscular (IM) 
injection, square knot tying, basic life support (BLS), and 
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urinary catheterization—were selected for assessment. 
These skills were chosen based on their alignment with 
the university’s professional skills curriculum for Years 
1 to 3 of medical school, their fundamental role in early 
clinical training, and the availability of validated and 
widely used checklist-based evaluation tools. The selec-
tion was made by a committee of medical educators and 
clinical instructors who reviewed the curricular content 
and considered the feasibility of video-based and AI-
based evaluation for each skill.

Prior to the OSCE, students were informed about the 
study and invited to participate voluntarily. Informed 
consent was obtained from those who agreed to be video 
recorded during the performance of the specified clini-
cal skills. The OSCE was conducted as part of the regu-
lar academic year-end evaluation. For each consenting 
student, the performance at the corresponding OSCE 
station was recorded using a fixed camera setup that mir-
rored the perspective of the real-time evaluator.

Student performances were evaluated in five ways: by 
a human evaluator during the live OSCE, by two addi-
tional human experts using the video recordings, and 
by two AI systems (ChatGPT-4o and Gemini Flash 1.5) 
that assessed the same recordings based on standardized 
checklists. The checklists used for evaluation were devel-
oped by a panel of subject matter experts, reviewed for 
content validity. Each video was independently evaluated 
by the AI models without any prior training or feedback, 
using identical Turkish-language prompts and scoring 
rubrics.

Steps and Criteria for AI Evaluation of Video Recordings

1. Model Selection: During the research period, LLM-
based models capable of handling video file sharing, 
specifically ChatGPT-4o and Gemini Flash 1.5, were 
selected for evaluation.

2. Video Recording Specifications: Videos were recorded 
from the same perspective and distance as the 
real-time human evaluator, ensuring a consistent 
viewpoint. Recordings were captured in 1920 × 1080 
resolution at 30 FPS.

3. Model Configuration: Untrained models were used 
without fine-tuning. No feedback was provided to 
the AI models regarding their evaluation results.

4. Instructions to AI Models: Both AI models were 
provided with the evaluation form and scoring 
system only. They were instructed to assess the video 
recordings based on these forms.

5. Prompt Details: Identical prompts were input into 
both AI models in Turkish:

Prompt:“Hello, we are conducting an OSCE exam in the 
Faculty of Medicine where students perform the “Urinary 

Catheterization Skill” on a mannequin. Evaluation crite-
ria and scoring were prepared by expert physicians. We 
recorded videos of students performing the “Urinary Cath-
eterization Skill” on mannequins. I will send you these 
videos. Could you evaluate the student’s performance in 
the video, considering the verbal cues in the video and 
following the 15-step evaluation criteria provided? First, 
let me share the scoring system with you: If the student 
completes the step on time and fully, award 2 points. If 
the student performs the step hesitantly or incompletely, 
award 1 point. If the student does not perform the step at 
all, award 0 points.”

6. Subsequent Evaluations: For subsequent students, 
only a new prompt indicating the upload of a 
different video was entered.

Prompt: “The performance video of the first student, Ha** 
Se*** AL***, will now be evaluated.”

7. Evaluation Records: Screenshots of the evaluations 
conducted by ChatGPT-4o and Gemini Flash 1.5 can 
be accessed here.

Data analysis
In this study, inter-rater reliability was examined using 
Krippendorff’s Alpha and Fleiss Kappa inter-rater reli-
ability analyses. Cohen’s kappa coefficient (κ) is a statis-
tical measure used to evaluate the consistency of ratings 
between two raters [16]. The κ statistic, initially intro-
duced by Cohen as an indicator of agreement between 
two raters, was later adapted by Fleiss [17] to measure 
agreement among more than two raters [17]. According 
to the Fleiss Kappa coefficient, agreement levels are cate-
gorized as follows: 0.01–0.20: Negligible, 0.21–0.40: Poor, 
0.41–0.60: Moderate, 0.61–0.80: Good, 0.81–1.00: Very 
good agreement [18].

Krippendorff’s alpha is a reliability coefficient designed 
to assess the degree of agreement among observers, cod-
ers, judges, raters, or measurement tools when distin-
guishing between typically unstructured phenomena or 
assigning quantifiable values to them. Originally devel-
oped for content analysis, it is now broadly applicable 
in situations where multiple data generation methods 
are used on the same set of objects, units of analysis, or 
items. The focus of this method is on determining how 
reliable the resulting data is in accurately representing 
something real [19, 20].

Additionally, the evaluations made by both human and 
AI raters, considering all criteria for the relevant skill, 
were converted into a total score for each student. Three 
different comparisons were made using the obtained 
total scores. First, the evaluations of each rater regarding 
the students’ skills were compared using a comparison 
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analysis (One Way ANOVA). Second, the evaluations of 
two human raters, who assessed the students via video 
recordings, were compared with those of a human rater 
who conducted the evaluation during the exam and the 
AI raters (One Way ANOVA). Third, human raters and 
AI raters were grouped separately, and a comparison 
(Independent Sample T-Test) was made between these 
two groups.

In addition to Fleiss Kappa and Cohen’s Kappa analy-
ses, Bland-Altman analysis was performed, and plots 
were generated in this study. Fleiss Kappa and Cohen’s 
Kappa analyses are statistical methods used to measure 
the consistency of categorical data among multiple rat-
ers [16, 17]. Therefore, in this study, the evaluations made 
by individual human experts and AI models were treated 
as independent raters. To accurately assess the consis-
tency between the evaluations, the individual scores of 
each rater were used instead of the average scores of the 
experts. This approach provides an objective and detailed 
representation of the level of agreement among the 
raters.

The rationale for applying the Bland-Altman analy-
sis in this study lies in evaluating the consistency of two 
different measurement methods [21, 22]. Bland-Altman 
analysis is a reliable method developed to determine 
the systematic bias and the limits of agreement (LOA) 
between two measurement methods for continuous data. 
In our study, the average of the evaluations made by the 
three human raters for the four different clinical skills 
being assessed was considered a “gold standard” repre-
senting the general trend of human expertise, minimizing 
individual expert differences [23]. This average value was 
taken as the first measurement method, while the evalua-
tions made by the AI models were considered the second 
measurement method. Using the average of human eval-
uations helps balance individual variations, providing a 
more reliable comparison. Furthermore, since both eval-
uation methods generate continuous data, Bland-Altman 
analysis was considered one of the most scientifically 
appropriate approaches to determine the consistency 
and possible systematic differences between these two 
methods. The results obtained from this method provide 
critical insights into comparing the performance of AI 
models with human expert evaluations and identifying 
any inconsistencies.

Ethics committee approval
This study was conducted with the approval of the 
Çanakkale Onsekiz Mart University Non-Interventional 
Clinical Research Ethics Committee (Date of Approval: 
03.06.2024/No:2024/06–08).

Results
Intramuscular injection skill assessment
The assessment results of 43 students who participated 
in the intramuscular injection skill exam were analyzed 
using Krippendorff’s Alpha and Fleiss’ Kappa coefficients 
to assess the consistency between the in-exam evaluator, 
two human evaluators reviewing video recordings, and 
the evaluations conducted by ChatGPT-4o and Gemini 
Flash 1.5. Additionally, the arithmetic mean and standard 
deviation of the assessments conducted by the evalua-
tors for the 15 criteria related to the intramuscular injec-
tion skill across the 43 students were also analyzed. The 
results are given in Table 1.

When examining the Krippendorff’s Alpha values 
presented in Table  1, inter-rater consistency among the 
three human evaluators and two AI evaluators was not 
achieved across all 15 criteria for the intramuscular injec-
tion skill. The highest consistency was observed for the 
criterion “ensured privacy (verbal confirmation is suf-
ficient)”, while the lowest consistency was found for 
“inserted the needle perpendicular to the skin.” Similarly, 
an analysis of Fleiss’ Kappa values, calculated as an indi-
cator of inter-rater agreement, showed the highest con-
sistency for the criterion “informed the patient that the 
procedure was complete and/or said, ‘Get well soon.’” The 
lowest consistency was recorded for “cleaned the injec-
tion area with an antiseptic cotton swab, wiping outward 
in a circular motion from the center, covering a radius of 
approximately 5 cm.”

In nearly all criteria, human evaluators assigned lower 
scores compared to AI evaluators. Additionally, the stan-
dard deviation of scores provided by human evaluators 
was higher than that of AI evaluators, suggesting greater 
variability in the scores given by human evaluators. The 
total scores for the 15 criteria of the IM injection skill 
were calculated for each student, based on assessments 
by both human and AI evaluators. Subsequently, three 
types of comparisons were made: (1) A comparative anal-
ysis was conducted for the evaluations of each evaluator 
regarding the students’ skills, (2) The assessments by the 
two human evaluators who reviewed the video record-
ings were compared with those of the human evaluator 
who conducted the exam and the AI evaluators, (3) The 
human evaluators were grouped as one category, and the 
AI evaluators as another, and a comparison was made 
between the two groups. The results of these compari-
sons are presented in Table 2.

Table 2 reveals that human evaluators provided signifi-
cantly lower scores compared to AI evaluators (p <.05).

Square knot tying skill assessment
The assessment results for 58 students, evaluated by an 
examiner during the exam for the square knot skill, were 
analyzed alongside the results of two human evaluators 
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Table 1 Mean, standard deviation values, and Inter-Rater reliability level of evaluators
IM Injection Criteria Inter-rater

Reliability
Evaluator
H1 H2 RT AI1 AI2

α κ M(Sd) M(Sd) M(Sd) M(Sd) M(Sd)
Introduced themselves and explained the procedure to the patient. 0.001 0.196 1.86

(0.5)
1.88
(0.4)

1.91
(0.4)

2
(0.0)

1.95
(0.3)

Checked the accuracy and suitability of the medication and verified it 
was the correct patient (verbal confirmation is sufficient).

0.117 0.269 1.30
(0.9)

1.51
(0.9)

1.26
(0.9)

1.95
(0.2)

1.91
(0.4)

Ensured patient privacy (verbal confirmation is sufficient). 0.437 0.076 0.47
(0.9)

0.60
(0.8)

0.79
(0.9)

1.91
(0.3)

1.86
(0.5)

Syringe Preparation (Checked the expiration date of the syringe and 
ensured the packaging was intact), stated that they prepared the 
medication by drawing it into the syringe.

0.125 0.054 1.05
(0.4)

1.12
(0.9)

1.21
(0.5)

1.63
(0.5)

1.56
(0.6)

Indicated the injection site visually (upper outer quadrant). 0.043 0.072 1.70
(0.6)

1.81
(0.5)

1.84
(0.5)

1.98
(0.2)

1.95
(0.2)

Cleaned the injection area with an antiseptic cotton swab, wiping 
outward in a circular motion from the center, covering a radius of ap-
proximately 5 cm.*

0.049 -0.007 1.81
(0.4)

1.98
(0.2)

1.91
(0.3)

2
(0.0)

1.67
(0.7)

Placed a dry cotton swab between the 4th and 5th fingers of the 
assisting hand.

0.002 0.065 1.77
(0.6)

1.79
(0.6)

1.88
(0.3)

1.88
(0.3)

1.72
(0.5)

Stretched the skin at the injection site using the thumb and index 
finger of the assisting hand.

-0.005 0.177 1.77
(0.7)

1.79
(0.6)

1.84
(0.5)

1.86
(0.4)

1.98
(0.2)

Held the syringe with the active hand as if holding a pen. 0.001 0.289 1.88
(0.5)

1.93
(0.3)

1.88
(0.4)

2
(0.0)

1.98
(0.2)

Inserted the needle perpendicular to the skin. -0.007 0.071 1.91
(0.4)

1.93
(0.3)

1.91
(0.4)

1.98
(0.2)

1.88
(0.3)

Pulled back the syringe plunger slightly with the assisting hand to 
check for blood.

-0.005 0.077 1.81
(0.5)

1.84
(0.4)

1.95
(0.2)

1.86
(0.4)

1.72
(0.7)

Injected the medication into the muscle by pressing the syringe 
plunger with the assisting hand (no actual medication will be injected 
into the model)

0.033 0.184 1.74
(0.5)

1.77
(0.5)

1.88
(0.3)

2
(0.0)

1.65
(0.8)

Removed the needle at the same angle and speed as insertion while 
applying light pressure to the injection site with a cotton swab using 
the assisting hand.

0.005 0.030 1.98
(0.2)

1.98
(0.2)

1.95
(0.2)

2
(0.0)

1.88
(0.4)

Disposed of the syringe and other waste materials in appropriate 
disposal containers (without recapping the needle).

0.058 0.056 1.60
(0.7)

1.86
(0.4)

1.91
(0.4)

1.98
(0.2)

1.72
(0.6)

Informed the patient that the procedure was complete and/or said, 
“Get well soon.”

0.044 0.330 1.67
(0.8)

1.77
(0.6)

1.74
(0.7)

2
(0.0)

2
(0.0)

H1: Human Evaluating from Video 1, H2: Human Evaluating from Video 2, RT: Real Time Human Evaluator, AI1: ChatGPT, AI2: Gemini Flash, M: Mean, Sd: Standard 
Deviation, α: Krippendorff’s, κ: Fleiss

Table 2 Comparison of evaluators
Analysis Evaluator N M(Sd) Test p Significant Difference
First Analysis H1 43 24.33(3.2) 15.023* < 0.001 H1 < AI1

H1 < AI2
H2 < AI1
RT < AI1

H2 43 25.56(3.4)
RT 43 25.86(2.7)
AI1 43 29.02(1.3)
AI2 43 27.44(4.1)

Second Analysis (1) Human Evaluating from Video 86 24.94(3.3) 24.665* < 0.001 1 < 3
2 < 3(2) Real Time Human Evaluator 43 25.86(2.7)

(3) Artificial Intelligence Evaluator 86 28.23(3.1)
Third Analysis (1) Human Evaluating 129 25.25(3.2) -6.822** < 0.001 1 < 2

(2) Artificial Intelligence Evaluator 86 28.23(3.1)
H1: Human Evaluating from Video 1, H2: Human Evaluating from Video 2, RT: Real Time Human Evaluator, AI1: ChatGPT, AI2: Gemini Flash, M: Mean, Sd: Standard 
Deviation, *ANOVA Test, **Independent Sample T-Test
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who reviewed video recordings and the evaluations by 
ChatGPT-4o and Gemini Flash 1.5. The inter-rater reli-
ability across these evaluators was measured using 
Krippendorff’s Alpha and Fleiss’ Kappa coefficients. 
Additionally, the arithmetic mean and standard deviation 
of the evaluations for the 9 criteria of the square knot 
skill, as assessed by evaluators for the 58 students, were 
analyzed. The results are presented in Table 3.

Krippendorff’s Alpha values in Table  3 reveals that 
inter-rater reliability among the three human evaluators 
and two AI evaluators was not achieved across all 9 cri-
teria for the square knot skill. The highest consistency 
was observed for the criterion “checked the tightness of 
the knot,” while the lowest consistency was observed for 
“squeezed the string between the thumb and index finger 
of the other hand after crossing.” Fleiss’ Kappa values, cal-
culated as an indicator of inter-rater consistency, showed 
the highest consistency for the criterion “squeezed the 
string between the thumb and index finger of the other 
hand after crossing,” while the lowest consistency was 
found for “checked the tightness of the knot.”

In nearly all criteria, human evaluators assigned lower 
scores compared to AI evaluators. Additionally, the stan-
dard deviation of scores provided by human evaluators 
was higher than that of AI evaluators, indicating that 
the scores given by human evaluators were more vari-
able. The total scores for the 9 criteria of the square knot 
skill were calculated for each student, based on assess-
ments by both human and AI evaluators. Subsequently, 
three types of comparisons were made: (1) A comparison 

analysis was conducted for the evaluations of each evalu-
ator regarding the students’ skills, (2) The assessments by 
the two human evaluators who reviewed video record-
ings were compared with those of the human evaluator 
who conducted the exam and the AI evaluators, (3) The 
human evaluators were grouped as one category, and the 
AI evaluators as another, and a comparison was made 
between the two groups. The results of these compari-
sons are presented in Table 4.

When Table  4 was examined, it was observed that 
human evaluators provided significantly lower scores 
compared to AI evaluators (p <.05).

Basic life support skill assessment
The assessment results for 47 students, evaluated by an 
examiner during the exam for basic life support (BLS) 
skills, were analyzed alongside the results of two human 
evaluators who reviewed video recordings and the assess-
ments conducted by ChatGPT-4o and Gemini Flash 1.5. 
The inter-rater reliability across these evaluators was 
measured using Krippendorff’s Alpha and Fleiss’ Kappa 
coefficients. Additionally, the arithmetic mean and stan-
dard deviation of the evaluations for the 10 criteria of 
basic life support, as assessed by evaluators for the 47 
students, were analyzed. The results are presented in 
Table 5.

When the Krippendorff’s Alpha values in Table 5 were 
examined, it was found that inter-rater reliability was 
not achieved across all 10 criteria for basic life skills by 
the three human evaluators and two AI evaluators. The 

Table 3 Mean, standard deviation values, and Inter-Rater reliability level of evaluators
Square Knot Criteria Inter-rater

Reliability
Evaluator
H1 H2 RT AI1 AI2

α κ M(Sd) M(Sd) M(Sd) M(Sd) M(Sd)
While holding both ends of the string in the palms of both 
hands, used the thumb of the non-dominant hand to pull the 
string in the other hand to create a cross.

0.170 0.093 1.14
(0.9)

1.28
(0.7)

1.60
(0.7)

2
(0.0)

1.74
(0.4)

Positioned the string between the thumb and index finger of 
the other hand after crossing.

0.088 0.110 0.98
(1.0)

1.05
(0.9)

1.55
(0.9)

1.66
(0.5)

1.67
(0.5)

Passed the string through the crossed section. 0.119 0.087 1.62
(0.8)

1.17
(0.9)

1.53
(0.8)

1.98
(0.1)

1.64
(0.6)

Adjusted the string’s ends to a neat position and tied a square 
knot.

0.169 0.047 1.69
(0.6)

1.07
(0.9)

1.66
(0.6)

1.98
(0.1)

1.67
(0.5)

For the reverse knot, took the string from the thumb side of 
the cross, creating a new cross.

0.174 0.043 0.79
(0.9)

0.72
(0.9)

1.26
(0.8)

1.60
(0.5)

1.64
(0.5)

Brought the thumb and index fingers together and rolled the 
cross inside the hands to the other side.

0.248 0.066 0.84
(0.9)

0.79
(0.9)

1.26
(0.8)

1.97
(0.2)

1.67
(0.5)

Squeezed the other string between the thumb and index 
fingers, passing it back through the cross to the front side.

0.212 0.081 1.14
(0.9)

0.76
(0.9)

1.22
(0.9)

1.93
(0.3)

1.66
(0.5)

Straightened the ends of the string and tightened the knot. 0.259 0.033 1.60
(0.7)

0.71
(0.9)

1.41
(0.8)

1.98
(0.1)

1.59
(0.5)

Checked the tightness of the knot. 0.350 0.002 0.74
(0.9)

0.78
(0.8)

0.95
(0.9)

2
(0.0)

1.76
(0.5)

H1: Human Evaluating from Video 1, H2: Human Evaluating from Video 2, RT: Real Time Human Evaluator, AI1: ChatGPT, AI2: Gemini Flash, M: Mean, Sd: Standard 
Deviation, α: Krippendorff’s, κ: Fleiss
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highest consistency was found in the criterion “per-
formed effective and correct chest compressions (correct 
hand position, correct compression point, correct depth, 
correct speed, and allowed chest recoil),” while the lowest 
consistency was found in the criterion “checked the oral 
cavity and opened the airway using the ‘head-tilt, chin-lift 
maneuver.” When the Fleiss Kappa values, which measure 
inter-rater consistency, were examined, the highest con-
sistency was found in the criterion “if unconscious, called 
for help from the environment and instructed someone 
to call ‘112’ (verbal indication was sufficient),” while the 
lowest consistency was found in the criterion “continued 
chest compressions and rescue breathing in a 30/2 ratio 
for two minutes (or stated that it should be done).”

The total scores for each student on the 10 criteria of 
basic life skills were calculated for both human and AI 
evaluators. Following this, three different comparisons 
were made. First, the evaluations of each evaluator were 
compared through a comparative analysis of the students’ 
skills. Second, the two human evaluators who assessed 
via video, the human evaluator who assessed during 
the exam, and the AI evaluators were compared. Third, 
human evaluators were grouped as one group, and AI 
evaluators were grouped as another for comparison. The 
results are provided in Table 6.

Table  6 shows that human evaluators scored signifi-
cantly lower than compared AI evaluators (p <.05).

Table 4 Comparison of evaluators
Analysis Evaluator N M(Sd) Test p Significant Difference
First Analysis H1 58 10.55(5.8) 27.268* < 0.001 H1 < AI1

H1 < AI2
H2 < RT
H2 < AI1
H2 < AI2
RT < AI1

H2 58 8.33(7)
RT 58 12.45(5.9)
AI1 58 17.10(0.9)
AI2 58 15.03(3.4)

Second Analysis (1) Human Evaluating from Video 116 9.44(6.5) 47.968* < 0.001 1 < 2
1 < 3
2 < 3

(2) Real Time Human Evaluator 58 12.45(5.9)
(3) Artificial Intelligence Evaluator 116 16.07(2.7)

Third Analysis (1) Human Evaluating 174 10.44(6.4) -8.913** < 0.001 1 < 2
(2) Artificial Intelligence Evaluator 116 16.07(2.7)

H1: Human Evaluating from Video 1, H2: Human Evaluating from Video 2, RT: Real Time Human Evaluator, AI1: ChatGPT, AI2: Gemini Flash, M: Mean, Sd: Standard 
Deviation, *ANOVA Test, **Independent Sample T-Test

Table 5 Mean, standard deviation values, and Inter-Rater reliability level of evaluators
Basic Life Support Criteria Inter-rater

Reliability
Evaluator
H1 H2 RT AI1 AI2

α κ M(Sd) M(Sd) M(Sd) M(Sd) M(Sd)
Checked the safety of the environment, themselves, and the patient (verbally 
stating this is sufficient).

0.267 0.100 0.94
(0.9)

1.51
(0.5)

0.96
(0.9)

2
(0.0)

1.89
(0.4)

Gently touched the patient/injured person’s shoulders and asked, “How are you? 
Are you okay?” (verbally stating this is sufficient).

0.042 0.038 1.87
(0.5)

1.96
(0.2)

1.94
(0.3)

1.79
(0.4)

1.98
(0.2)

If the patient is unconscious, called for help from the environment and gave the 
command “Call 112” to someone (verbally stating this is sufficient).

0.017 0.161 1.87
(0.5)

1.96
(0.2)

1.77
(0.5)

1.81
(0.4)

1.89
(0.4)

Checked the mouth, opened the airway using the “head-tilt, chin-lift” maneuver. 0.015 0.023 1.70
(0.6)

1.94
(0.3)

1.74
(0.5)

1.72
(0.5)

1.81
(0.5)

Assessed breathing for no more than 10 s using the “look, listen, feel” method and 
checked for pulse at the carotid artery.

0.051 0.024 1.60
(0.7)

1.96
(0.2)

1.57
(0.7)

1.87
(0.3)

1.68
(0.6)

Performed effective and correct chest compressions (correct hand position, cor-
rect compression point, correct depth, correct speed, and allowing chest recoil).

0.293 -0.014 1.55
(0.6)

2
(0.0)

1.34
(0.7)

1.66
(0.5)

1
(0.6)

After 30 chest compressions, effectively gave 2 rescue breaths with proper head-
tilt and chin-lift position (closed the patient’s nostrils while giving breaths).

0.151 0.071 1.87
(0.3)

1.98
(0.2)

1.49
(0.5)

1.55
(0.5)

1.68
(0.5)

Minimized interruptions in chest compressions. 0.046 0.042 1.53
(0.9)

2
(0.0)

1.64
(0.6)

1.83
(0.4)

1.70
(0.6)

Continued performing chest compressions and rescue breaths in a 30/2 ratio for 
two minutes (or stated that they should do so).

0.143 -0.033 1.68
(0.7)

2
(0.0)

1.77
(0.5)

1.96
(0.2)

1.36
(0.8)

Checked the patient’s breathing and pulse every two minutes (verbally stating 
this is sufficient).

0.163 -0.003 0.57
(0.8)

1.45
(0.5)

1.28
(0.8)

1.62
(0.7)

1.30
(0.9)

H1: Human Evaluating from Video 1, H2: Human Evaluating from Video 2, RT: Real Time Human Evaluator, AI1: ChatGPT, AI2: Gemini Flash, M: Mean, Sd: Standard 
Deviation, α: Krippendorff’s, κ: Fleiss
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Urinary catheter placement skill assessment
The evaluation results of 48 students who participated in 
the urinary catheter placement skill exam were analyzed 
for consistency between the results of the evaluator dur-
ing the exam, the two human evaluators who assessed 
the video, and the evaluations conducted by ChatGPT-
4o and Gemini Flash 1.5. The consistency was examined 
using Krippendorff’s Alpha and Fleiss Kappa coefficients. 
Additionally, the arithmetic mean and standard deviation 
of the assessments made by the evaluators for the 15 cri-
teria of urinary catheter placement skill for the 48 par-
ticipants were also analyzed. The results are presented in 
Table 7.

When examining Krippendorff’s Alpha values in 
Table  7, it was found that there was no inter-rater reli-
ability for all 15 criteria for urinary catheterization skill 
between three human raters and two AI raters. The high-
est consistency was observed in the criterion “suspended 
the urine bag below the bladder,” while the lowest consis-
tency was found in the criterion “attached the urine bag 
(it could have been attached earlier).” When examining 
the Fleiss Kappa values as indicators of inter-rater consis-
tency, the highest consistency was observed in the crite-
rion “attached the urine bag (it could have been attached 
earlier),” while the lowest consistency was observed in the 
criterion “suspended the urine bag below the bladder.” 
The lowest scores were given by the first human rater 
evaluating from the video. The variance of the scores 
given by this same rater was also high. Among the AI rat-
ers, the evaluation with high variance was attributed to 
Gemini Flash 1.5. The highest scores were given by the 
second human rater evaluating from the video and the 
human rater evaluating in real-time during the exam.

The total scores for each student were obtained based 
on the evaluations of human and AI raters on the 15 cri-
teria of urinary catheterization skill for 48 students. Fol-
lowing this, three different comparisons were made. First, 
the evaluations made by each rater on the students’ skills 
were compared using comparison analysis. Secondly, 

the evaluations of two human raters evaluating from the 
video, the human rater evaluating during the exam, and 
the AI raters were compared. Third, human raters were 
grouped into one group, and AI raters were grouped 
into another, and a comparison was made between these 
groups. The results are provided in Table 8.

Table 8 revealed that the second human rater evaluat-
ing from the video and the real-time rater gave signifi-
cantly higher scores (p <.05) than the second human rater 
evaluating from the video and the AI raters.

In Krippendorff’s Alpha and Fleiss Kappa inter-rater 
reliability analyses, it was observed that there was sig-
nificant variation in the scores among human raters. Due 
to these findings, the average of the three human raters’ 
evaluations was accepted as a “gold standard,” represent-
ing the general trend of human expertise by minimizing 
individual expert differences [23]. This was then com-
pared separately with the evaluations of AI models, 
and Bland-Altman analyses were conducted to assess 
agreement between AI models and the average scores 
of human evaluators across the four clinical skills. In all 
comparisons, both ChatGPT-4o and Gemini Flash 1.5 
models demonstrated a tendency to assign higher total 
scores than human raters, with negative bias values indi-
cating this upward scoring trend. The total score bias 
was greatest in the square knot tying skill (ChatGPT-4o: 
-6.66; Gemini Flash 1.5: -4.59), followed by intramuscular 
injection (ChatGPT-4o: -3.78; Gemini Flash 1.5: -2.19), 
reflecting systematic scoring differences between AI and 
human evaluations.

Agreement varied by perception type. In general, visual 
criteria (e.g., injection) yielded closer alignment between 
human and AI scores, often with bias values near zero. 
In contrast, auditory criteria (e.g., obtaining verbal con-
sent, giving instructions) resulted in larger deviations and 
lower agreement, especially with ChatGPT-4o (e.g., bias 
of -1.29 for ensuring privacy verbally during injection).

When evaluating the limits of agreement (LOA), most 
data points fell within acceptable boundaries (± 1.96 SD), 

Table 6 Comparison of evaluators
Analysis Evaluator N M(Sd) Test p Significant Difference
First Analysis H1 47 15.19(2.6) 20.052 0.001 H1 < H2

H1 < AI1
H2 > RT
H2 > AI2
RT < AI1
AI1 > AI2

H2 47 18.74(1.0)
RT 47 15.49(2.9)
AI1 47 17.81(0.9)
AI2 47 16.30(3.2)

Second Analysis (1) Human Evaluating from Video 94 16.97(2.6) 6.312 0.002 1 > 2
2 < 3(2) Real Time Human Evaluator 47 15.49(2.9)

(3) Artificial Intelligence Evaluator 94 17.05(2.5)
Third Analysis (1) Human Evaluating 141 16.48(2.8) -1.620 0.107 None

(2) Artificial Intelligence Evaluator 94 17.05(2.5)
H1: Human Evaluating from Video 1, H2: Human Evaluating from Video 2, RT: Real Time Human Evaluator, AI1: ChatGPT, AI2: Gemini Flash, M: Mean, Sd: Standard 
Deviation, *ANOVA Test, **Independent Sample T-Test
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Table 7 Mean, standard deviation values, and Inter-Rater reliability level of evaluators
Urinary Catheter Placement Criteria Inter-rater

Reliability
Evaluator
H1 H2 RT AI1 AI2

α κ M(Sd) M(Sd) M(Sd) M(Sd) M(Sd)
Introduced themselves to the patient. 0.139 -0.028 1.79

(0.6)
2
(0.0)

1.98
(0.1)

1.65
(0.6)

2
(0.0)

Explained the procedure to be performed and obtained con-
sent for pelvic examination (informed consent obtained).

0.156 -0.041 1.48
(0.7)

1.98
(0.1)

2
(0.0)

1.81
(0.4)

1.81
(0.5)

Washed and dried their hands (verbal explanation was 
sufficient).

0.073 -0.001 1.48
(0.9)

1.92
(0.3)

2
(0.0)

1.85
(0.4)

1.90
(0.4)

Wore sterile gloves (saying it was sufficient). 0.102 -0.011 1.60
(0.7)

1.96
(0.2)

2
(0.0)

1.92
(0.3)

1.90
(0.4)

Indicated the injection site visually (upper outer quadrant). 0.297 -0.108 1.35
(0.5)

2
(0.0)

1.98
(0.1)

1.73
(0.5)

1.85
(0.4)

Cleaned the penis three times with gauze soaked in antiseptic 
solution, starting from the external urethral orifice in expanding 
circular motions.

0.103 -0.019 1.94
(0.3)

2
(0.0)

2
(0.0)

1.85
(0.4)

1.54
(0.8)

Applied lubricant gel to the tip of the chosen Foley catheter. 0.026 -0.018 1.92
(0.4)

1.96
(0.2)

1.92
(0.4)

1.85
(0.4)

1.79
(0.4)

With one hand, directed the tip of the catheter while holding 
the penis with the other hand, gently advancing the catheter 
tip into the urethra.

0.311 -0.032 0.83
(0.9)

1.98
(0.1)

2
(0.0)

1.85
(0.4)

1.71
(0.5)

Held the syringe with the active hand as if holding a pen. 0.146 -0.034 1.27
(0.9)

2
(0.0)

1.85
(0.4)

1.88
(0.3)

1.96
(0.2)

When the catheter tip reached the perineal level, lowered the 
patient’s penis and aligned it parallel to the body’s long axis.

0.018 -0.009 1.75
(0.7)

1.96
(0.2)

1.92
(0.4)

1.92
(0.3)

1.71
(0.6)

Continued to advance the catheter upward, parallel to the 
body’s long axis.

0.124 -0.041 1.33
(0.9)

1.98
(0.1)

1.90
(0.4)

1.85
(0.4)

1.46
(0.7)

Observed the urine flow from the expected tip of the catheter / 
noted the urine output.

-0.002 0.061 1.85
(0.5)

1.96
(0.2)

1.94
(0.3)

1.85
(0.4)

1.85
(0.5)

After urine flow started, advanced the catheter 2–3 cm further. 0.122 -0.010 1.83
(0.6)

1.98
(0.1)

2
(0.0)

1.79
(0.4)

1.48
(0.8)

Attached the urine bag (it could have been attached earlier). 0.206 -0.043 1.13
(1.0)

1.98
(0.1)

1.88
(0.3)

1.92
(0.3)

1.40
(0.7)

Administered saline to the balloon’s pathway using a syringe 0.339 -0.055 0.69
(0.9)

1.96
(0.2)

1.85
(0.4)

1.94
(0.3)

1.33
(0.8)

Slowly pulled the catheter back and, after feeling the balloon 
rest on the bladder neck, advanced it 1–2 cm.

0.139 -0.028 1.79
(0.6)

2
(0.0)

1.98
(0.1)

1.65
(0.6)

2
(0.0)

Suspended the urine bag below the bladder, ensuring proper 
positioning

0.156 -0.041 1.48
(0.7)

1.98
(0.1)

2
(0.0)

1.81
(0.4)

1.81
(0.5)

H1: Human Evaluating from Video 1, H2: Human Evaluating from Video 2, RT: Real Time Human Evaluator, AI1: ChatGPT, AI2: Gemini Flash, M: Mean, Sd: Standard 
Deviation, α: Krippendorff’s, κ: Fleiss

Table 8 Comparison of evaluators
Analysis Evaluator N M(Sd) Test p Significant Difference
First Analysis H1 48 22.25(4.2) 54.152 0.001 H1 < H2, H1 < RT

H1 < AI1, H1 < AI2
H2 > AI1, H2 > AI2
RT > AI2, AI1 > AI2

H2 48 29.60(1.1)
RT 48 29.21(1.8)
AI1 48 27.67(1.8)
AI2 48 25.69(3.9)

Second Analysis (1) Human Evaluating from Video 96 25.93(4.8) 12.680 0.001 1 < 2
2 > 3(2) Real Time Human Evaluator 48 29.21(1.8)

(3) Artificial Intelligence Evaluator 96 26.68(3.2)
Third Analysis (1) Human Evaluating 144 27.02(4.3) 0.668 0.505 None

(2) Artificial Intelligence Evaluator 96 26.68(3.2)
H1: Human Evaluating from Video 1, H2: Human Evaluating from Video 2, RT: Real Time Human Evaluator, AI1: ChatGPT, AI2: Gemini Flash, M: Mean, Sd: Standard 
Deviation, *ANOVA Test, **Independent Sample T-Test
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yet some outliers were noted, especially in tasks requir-
ing fine motor skills or precise verbal responses. Gemini 
Flash 1.5 generally demonstrated a narrower LOA range 
than ChatGPT-4o, indicating slightly more stable agree-
ment, particularly in visually oriented tasks. However, 
both models exhibited greater variability and bias when 
evaluating complex or nuanced actions that required 
auditory interpretation or subtle visual cues.

These analyses highlight that while AI models can rep-
licate human scoring trends for structured, visual tasks, 
their performance declines in skills involving auditory 
input or subjective interpretation. Complete statisti-
cal outputs, visual Bland-Altman plots, tables and extra 
explanations are provided in the Supplementary File 1.

Discussion
Our findings provide significant insights into the poten-
tial role of AI in medical education assessments, par-
ticularly in OSCE evaluations. The study revealed that 
AI-based evaluators, specifically ChatGPT-4o and Gem-
ini Flash 1.5, consistently assigned higher scores com-
pared to human evaluators. The agreement between AI 
and human evaluators varied across clinical skills, with 
higher consistency observed in tasks requiring visual 
perception compared to those involving auditory, visual 
or auditory-visual inputs. While AI models show poten-
tial for objective and consistent assessments, they may 
overestimate student performance in certain skills. The 
higher scores provided by AI could reflect a more lenient 
interpretation of evaluation criteria or limitations in 
detecting nuanced errors. For instance, tasks requiring 
auditory inputs, such as ensuring patient privacy with 
verbal confirmation, exhibited the lowest inter-rater reli-
ability, indicating that current AI systems may struggle 
with evaluating context-specific auditory cues.

The highest agreement levels between AI and human 
evaluators were observed in straightforward visual tasks, 
such as identifying injection sites and inserting needles 
correctly. This finding underscores the strength of AI in 
visually dominant skills but highlights its limitations in 
evaluating procedural steps that rely heavily on auditory 
feedback or interpersonal communication. A possible 
explanation for this discrepancy is the lack of auditory-
specific training data or the absence of real-time contex-
tual understanding in AI models. Future iterations of AI 
systems should aim to integrate multimodal inputs more 
effectively to bridge this gap. It is also worth noting that 
this study was conducted with untrained AI models; bet-
ter results might be achieved with trained models. Thus, 
similar studies with trained models should be pursued to 
evaluate their potential in clinical skill assessments.

Above-mentioned findings highlight the need for fur-
ther refinement in AI-based OSCE evaluation tools, par-
ticularly in improving their capacity to assess complex, 

multimodal clinical skills accurately. Additionally, further 
research is needed to explore the potential biases and 
limitations of AI assessments, as well as their long-term 
impact on medical education outcomes. We believe these 
findings will pave the way for integrating AI into medical 
education assessments, ensuring reliability and fairness. 
Our findings revealed that AI systems demonstrated 
higher inter-rater reliability in visual tasks, aligning with 
previous studies that emphasize AI’s strength in image-
based assessments [11, 24]. However, its performance in 
auditory and multimodal tasks highlighted limitations, 
consistent with findings from Chan & Tsi [1] and Yama-
moto et al. [25].

Substantial agreement between AI and human evalu-
ators in visually dominant criteria supports prior lit-
erature suggesting that AI excels in pattern recognition 
and objective measurements [13, 15]. For instance, AI’s 
ability to consistently assess suturing techniques aligns 
with Fazlollahi et al. [26], who demonstrated AI’s accu-
racy in evaluating procedural skills. However, in the spe-
cific context of knot-tying skills, particularly square knot 
techniques, AI models generated more variations and 
encountered difficulties in assessing fine motor move-
ments and visual details. This tendency for AI models to 
consistently assign higher scores in tasks involving fine 
motor skills suggests potential limitations in evaluating 
these skills accurately and raises concerns about pos-
sible hallucinatory interpretations of subtle hand move-
ments or visual cues. These findings underscore the need 
for hybrid evaluation models that leverage AI’s strengths 
while addressing its limitations through human oversight 
[27]. Such integration could reduce rater bias and provide 
objective feedback, a key concern in traditional OSCEs 
[28]. Furthermore, the hybrid use of expert-based evalu-
ators and AI models in clinical skills assessments could 
offer a powerful feedback mechanism, enabling their 
application as coaching tools or peer educators in medi-
cal training.

Our results align with Sallam et al. [29], who reported 
that AI systems outperformed humans in standardized 
assessments but struggled with contextual and inter-
pretive tasks. Similarly, Chan & Lee [3] highlighted AI’s 
limitations in dynamic clinical interactions. These studies 
collectively suggest that while AI can enhance efficiency 
and objectivity, its application in complex, interpre-
tive scenarios requires further refinement. Moreover, 
our study contributes to the growing body of literature 
advocating for AI as a supplementary tool in medical 
education [30]. By identifying specific areas where AI 
underperforms, future research can focus on improving 
algorithmic designs to better interpret multimodal data 
[31].

This study acknowledges several limitations. The 
sample size, though sufficient for initial analysis, may 
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not capture the full variability of clinical performance 
across diverse populations, potentially affecting the gen-
eralizability of the findings. Additionally, the reliance 
on a single AI system may have limited the scope of the 
results, as different platforms could yield varying levels of 
accuracy and consistency [32]. These limitations suggest 
that certain nuances in clinical performance might have 
been overlooked, and future research should address 
this by exploring multi-institutional datasets and evalu-
ating different AI models to ensure broader applicabil-
ity [33]. Furthermore, while our findings demonstrate 
AI’s potential, ethical concerns regarding data privacy 
and algorithmic bias remain unresolved. These issues 
require multidisciplinary collaboration to ensure respon-
sible implementation [34]. In addition, it is important to 
recognize that AI systems may introduce other forms of 
bias. These can stem from limitations in training data, 
algorithmic assumptions, or insufficient sensitivity to 
cultural, contextual, or linguistic diversity. For instance, 
an AI model may misinterpret performance nuances in 
students who speak with different accents, use alterna-
tive communication styles, or follow slightly varied but 
acceptable procedural steps. As AI becomes more inte-
grated into assessment processes, careful validation and 
auditing are needed to identify and mitigate such risks.

The study’s findings have several implications for medi-
cal education. First, incorporating AI into OSCEs could 
standardize evaluations and reduce rater inconsistencies, 
ultimately enhancing the reliability of assessments [35, 
36]. Second, AI-driven feedback systems could provide 
students with actionable insights, promoting targeted 
skill development [32].

Conclusion
This study provides a comprehensive analysis of the 
potential of AI systems in medical education, particularly 
in OSCE evaluations. Our study revealed that AI-based 
evaluators, particularly ChatGPT-4o and Gemini Flash 
1.5, tend to assign higher and more consistent scores than 
human evaluators in OSCE assessments across four dif-
ferent clinical skills. Agreement between human and AI 
assessments was stronger for visually based tasks, while 
discrepancies were more pronounced in steps requir-
ing auditory interpretation. Although current AI models 
show potential as supplementary evaluators in clinical 
skills assessment, further refinement is needed to ensure 
consistency with human standards, particularly in evalu-
ating communication- and audio-dependent steps.

Future research should explore integrating AI with 
advanced multimodal learning systems to address its cur-
rent limitations. Additionally, longitudinal studies are 
needed to assess AI’s impact on long-term skill retention 
and clinical outcomes [36, 37]. Finally, developing ethical 
guidelines for AI implementation in medical education 

is critical to maintaining trust and ensuring equitable 
access [33]. In addition, further studies should focus on 
developing and testing trained AI models to address 
the identified limitations and explore their application 
in diverse clinical contexts. Additionally, longitudinal 
studies are required to evaluate the impact of AI-driven 
assessments on long-term clinical competency and pro-
fessional growth. By leveraging the strengths of AI while 
addressing its weaknesses, medical education can move 
towards more standardized, efficient, and fair evaluation 
systems, ultimately improving the training and readiness 
of future healthcare professionals.
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